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**A B S T R A C T**

Identification of the correct number of clusters and the appropriate partitioning technique are some important considerations in clustering where several cluster validity indices, primarily utilizing the Euclidean distance, have been used in the literature. In this paper a new measure of connectivity is incorporated in the definitions of seven cluster validity indices namely, DB-index, Dunn-index, Generalized Dunn-index, PS-index, I-index, XB-index and SV-index, thereby yielding seven new cluster validity indices which are able to automatically detect clusters of any shape, size or convexity as long as they are well-separated. Here connectivity is measured using a novel approach following the concept of relative neighborhood graph. It is empirically established that incorporation of the property of connectivity significantly improves the capabilities of these indices in identifying the appropriate number of clusters.

The well-known clustering techniques, single linkage clustering technique and K-means clustering technique are used as the underlying partitioning algorithms. Results on eight artificially generated and three real-life data sets show that connectivity based Dunn-index performs the best as compared to all the other six indices. Comparisons are made with the original versions of these seven cluster validity indices.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Clustering [1–6] is an important technique in data-mining with several applications spanning many fields. It [7,8] is a popular unsupervised pattern classification technique which partitions the input space into $K$ regions based on some similarity/dissimilarity metric where the value of $K$ may or may not be known a priori. The three fundamental questions that need to be addressed in any typical clustering scenario are: (i) what is the model of a data set or what is a good clustering technique suitable for a given data set, (ii) what is the model order of the data, i.e., how many clusters are actually present in the data, and (iii) how real or good is the clustering itself.

Model selection in clustering consists of two steps. In the first step the proper clustering method for a particular data set has to be identified. Once this choice is made, the model order remains to be determined for the given data set in the second step. The task of determining the number of clusters and also the validity of the clusters formed [9] are generally addressed by providing several definitions of validity indices. The measure of validity of clusters should be such that it will be able to impose an ordering of the clusters in terms of its goodness. In other words, if $U_1, U_2, \ldots, U_m$ be the $m$ partitions of $X$, and the corresponding values of a validity measure be $V_1, V_2, \ldots, V_m$, then $V_{k1} \geq V_{k2} \geq \cdots \geq V_{km}, \forall k \in 1, 2, \ldots, m$, $i=1, 2, \ldots, m$ will indicate that $U_{i1} \supset U_{i2} \cdots \supset U_{im}$. Here $'U_i \supset U_j'$ indicates that partition $U_i$ is a better clustering than $U_j$. Note that a validity measure may also define a decreasing sequence instead of an increasing sequence of $V_{k1}, \ldots, V_{km}$. Several cluster validity indices have been proposed in the literature e.g., Davies–Bouldin (DB) index [10], Dunn's index [11], Xie–Beni (XB) index [12], I-index [9], CS-index [13] to name just a few. A good review of the cluster validity indices and their categorization can be found in [14]. Some of these indices have been found to be able to detect the correct partitioning for a given number of clusters, while some can determine the appropriate number of clusters as well. Milligan and Cooper [15] have provided a comparison of several validity indices for data sets containing distinct non-overlapping clusters while using only hierarchical clustering algorithms. Maulik and Bandyopadhyay [9] evaluated the performance of four validity indices, namely, the Davies–Bouldin index [10], Dunn’s index [11], Calinski–Harabasz index [9], and a recently developed index $I$, in conjunction with three different algorithms viz. the well-known K-means [1], single-linkage algorithm [1] and a SA-based clustering method [9]. However, the effectiveness of these indices in determining the proper clustering algorithm has seldom been studied. Such an attempt has been made in the present paper.

There exists a large number of cluster validation methods which employ the notion of the stability of clustering solutions. The main idea behind such approach to cluster validation requires that solutions are similar for two different data sets that have been
generated by the same (probabilistic) source. Breckenridge [16] has proposed a measure of stability by estimating the agreement of clustering solutions generated by a clustering algorithm and by a classifier trained using a second (clustered) data set. But that work did not lead to a specific implementation procedure, in particular not for model order selection. But later on many methods (such as [17–20]) for cluster validation came out based on the idea of Breckenridge. In [21], experiments have been performed to investigate the effectiveness of the stability-based index proposed in Ref. [19]. It has been shown experimentally that stability-index is not able to determine the appropriate model order from the data sets for which the clustering algorithm provides stable solutions for several values of \( K \).

All the above mentioned indices use the Euclidean distances in their computation. They are therefore able to characterize only compact clusters. The concept of relative neighborhood graph (RNG) [22] has been successfully applied for solving several pattern recognition problems. One unsupervised clustering technique based on the concepts of RNG is developed in Ref. [23]. Another clustering technique is also developed in [24] which is based on the same concept of connectivity. These two works [23,24] are contemporary and are based on same concept. Some theoretical results are also available in the context of elongated clusters obtained by Normalized Cut method [25]. In this article the concepts of relative neighborhood graph [22] are used to calculate the amount of connectivity among a set of points. Here we conjecture that incorporation of the connectivity measure in the above mentioned validity indices will impart the property of characterizing non-compact connected clusters to them. Thus, here we incorporate the newly proposed connectivity measure, rather than the Euclidean distance, to develop connectivity based versions of Davies–Bouldin index (DB-index) [10], Dunn’s index [11], Generalized Dunn’s index [26], PS-index [27], \( l \)-index [9], Xie–Beni index (XB index) [12] and SV-index [28]. The single linkage [29] and \( K \)-means clustering techniques are used as the underlying partitioning techniques. The effectiveness of the newly proposed connectivity based cluster validity indices in identifying the number of clusters along with the appropriate clustering technique is demonstrated for eight artificially generated and three real-life data sets of varying complexities. For the purpose of comparison, the number of clusters and the appropriate partitioning technique indicated by the original seven cluster validity indices using the Euclidean distance in their computation are also provided for all the artificial and real-life data sets. Experimental results show that incorporation of the concept of connectivity improves the capabilities of these indices to detect any type of clusters irrespective of their shapes and sizes, as long as they are well-separated. Results also reveal that \textit{connect-Dunn} index performs the best compared to all the other six indices.

2. Newly proposed connectivity based cluster validity indices

In this article seven new cluster validity indices based on the concept of connectedness of the clusters are developed. These indices mimic the definitions of seven existing cluster validity indices. Incorporation of the measure of connectivity in the definitions of these cluster validity indices makes them capable of detecting the appropriate partitioning from data sets having clusters of any shape, size or convexity as long as they are well-separated. The concept of relative neighborhood graph (RNG) [22] has been successfully applied for solving several pattern recognition problems. An unsupervised clustering technique based on the concepts of RNG is developed in Ref. [23]. In this article, RNG is used to develop some cluster validity indices those quantify the degree of connectivity of well-separated clusters.

2.1. Relative neighborhood graph [22]

Suppose \( r \) is an integer and \( p, q \) are two points in \( r \)-dimensional Euclidean space. Then the lune of \( p \) and \( q \) (denoted by \( \text{lun}(p, q) \)) is the set of points

\[
\{ z \in R^r : d(p, z) < d(p, q) \text{ and } d(q, z) < d(p, q) \},
\]

where \( d \) denotes the Euclidean distance. Alternatively, \( \text{lun}(p, q) \) denotes the interior of the region formed by the intersection of two \( r \)-dimensional hyperspheres of radius \( d(p, q) \), one of the hyperspheres being centered at \( p \) and the other at \( q \). This is illustrated in Fig. 1 which shows the lune of two points \( p \) and \( q \) in the plane. If \( V \) is a set of \( n \) points in \( r \)-space, then define the relative neighborhood graph of \( V \) (denoted RNG \((V) \) or simply RNG when \( V \) is understood) to be the undirected graph with vertices \( V \) such that for each pair \( p, q \in V \), \( pq \) is an edge of RNG \((V) \) if and only if \( \text{lun}(p, q) \cap V = \emptyset \). Here the edge weight of a particular edge \( (pq) \) is kept equal to \( d(p, q) \), the Euclidean distance between the points \( p \) and \( q \).

Fig. 2(a) shows a set \( V \) of points in the plane; Fig. 2(b) shows the RNG of this set of points \( V \). The RNG problem is: Given a set \( V \), find RNG \((V) \).

2.2. Measuring the connectivity among a set of points

Here we propose a novel way of measuring the connectivity among a set of points using the above discussed RNG. The distance between a pair of points is measured in the following way.

![Fig. 1. The lune of two points \( p \) and \( q \) is the region between the two arcs, not including the boundary.](image1)

![Fig. 2. (a) A set of points in the plane and (b) RNG of the points in (a).](image2)
2.3. Definitions of connectivity based cluster validity indices

In this section we will describe in detail the newly proposed connectivity based cluster validity indices. Consider a partition of the data set \( X = \{x_j : j = 1, 2, \ldots, n\} \) into \( K \) clusters. Then the medoid of the \( k \)th cluster, denoted by \( z_k \), is the point of that cluster which has the minimum average distance to all the other points in that cluster. Suppose the point which has the minimum average distance to all the points in the \( k \)th cluster is denoted by \( x_{\text{min}k} \). Then,

\[
\text{minindex} = \arg\min_{i=1}^{n_k} \frac{\sum_{j=1}^{n_i} d_e(x_k^i, x_k^j)}{n_i},
\]

where \( n_k \) is the total number of points in the \( k \)th cluster, \( d_e \) stands for Euclidean distance that means \( d_e(x_k^i, x_k^j) \) denotes the Euclidean distance between two points \( x_k^i \) and \( x_k^j \), \( x_k^i \) denotes the \( i \)th point of the \( k \)th cluster. Then

\[
z_k = x_{\text{min}k}.
\]

The relative neighborhood graph (RNG) of the whole data set is constructed beforehand. A distance matrix named \( d_{\text{short}} \) is kept to the size of \( n \times n \) where \( n \) is the size of the data set. \( d_{\text{short}} \) is defined as follows:

\[
distance_{\text{short}} = \|d_{\text{short}}(x_i, x_j)\|_{1,i=1}^n.
\]

Here \( d_{\text{short}}(x_i, x_j) \) is measured along the RNG using the procedure mentioned in Section 2.2.

2.3.1. Connectivity based Davies–Bouldin index (connect-DB index)

This index is developed along the lines of the popular Davies–Bouldin index [10]. This is a function of the ratio of the sum of within-cluster connectivity to between cluster separation. The scatter within the \( i \)th cluster, \( S_i \), is computed as \( S_i = \frac{\sum_{x \in C_i} d_{\text{short}}(x, z_i)}{n_i} \), where \( z_i \) represents the medoid of cluster \( i \), \( n_i \) denotes the number of points present in cluster \( i \), and \( d_{\text{short}}(x, z_i) \) is obtained from \( d_{\text{short}} \) matrix. The distance between cluster \( C_i \) and \( C_j \), denoted by \( d_{ij} \), is defined as \( d_{ij} = d_{\text{short}}(z_i, z_j) \). Then connectivity based DB index, connect-DB index, is defined as

\[
\text{connect-DB}(K) = \frac{\sum_{i=1}^{K} R_i}{K}.
\]

The distance between any two points, \( x \) and \( y \), denoted as \( d_{\text{short}}(x, y) \), is measured along the relative neighborhood graph. Find all possible paths among these two points along the RNG. Suppose there are total \( p \) paths between \( x \) and \( y \), and the number of edges along the \( ith \) path is \( n_i \), for \( i = 1, \ldots, p \). If the edges along the \( ith \) path are denoted as \( ed_i, \ldots, ed_{n_i} \) and the corresponding edge weights are \( w(ed_i), \ldots, w(ed_{n_i}) \), then the shortest distance between \( x \) and \( y \) is defined as follows:

\[
d_{\text{short}}(p, q) = \min_{i=1}^{p} \max_{j=1}^{n_i} w(ed_j).
\]

In order to improve the efficiency of computing \( d_{\text{short}} \), we adopt the following pruning strategy. The maximum value of \( w(ed_j) \) corresponding to the first path is stored in a temporary variable \( Max \). If in any of the next path being traced, a weight value greater than \( Max \) is obtained, that path is pruned. However, if a smaller value of the maximum weight is found in any of the subsequent paths, then \( Max \) is updated to this smaller value and the process repeats.

2.3.2. Connectivity based Dunn’s index (connect-Dunn index)

This index is developed along the lines of the popular Dunn’s index [11]. Let \( S \) and \( T \) be two nonempty subsets of \( R^n \). Then the diameter \( D \) of \( S \) is defined as \( D(S) = \max_{x \in S} d_{\text{short}}(x, y) \). Here \( x \) and \( y \) are two points belonging to set \( S \) and \( d_{\text{short}}(x, y) \) is computed using Eq. (1). The set distance \( D \) between \( S \) and \( T \) is defined as \( D(S, T) = \min_{x \in S, y \in T} d_{\text{short}}(x, y) \). Here, \( d_{\text{short}}(x, y) \) is obtained from \( d_{\text{short}} \) matrix. For any partition, connect-Dunn index is defined as follows

\[
\text{connect-Dunn}(K) = \min_{1 \leq i \leq K} \min_{1 \leq j \leq K, j \neq i} \left\{ \frac{\delta(C_i, C_j)}{\max_{1 \leq k \leq K} \Delta(C_k)} \right\}.
\]

Larger value of connect-Dunn index corresponds to good clustering, and the number of clusters that maximizes this index is taken as the optimal number of clusters.

2.3.3. Connectivity based Generalized Dunn’s index (connect-GDunn index)

This index is developed along the lines of the Generalized Dunn’s index [26]. The generalized Dunn’s index was developed after demonstrating the sensitivity of the original Dunn’s index [11], to changes in cluster structure, since not all of the data points were involved in the computation of the index. The symmetry based GDunn cluster validity index, connect-GDunn index, is defined as

\[
\text{connect-GDunn}(K) = \min_{1 \leq i \leq K} \min_{1 \leq j \leq K, j \neq i} \left\{ \frac{\delta(C_i, C_j)}{\max_{1 \leq k \leq K} \Delta(C_k)} \right\}.
\]

The two measures \( \delta \) and \( \Delta \) are defined as follows:

\[
\delta(S, T) = 2 \sum_{x \in S} \sum_{z \in T} d_{\text{short}}(x, z) \left| |S| |T|^{-1} \right|
\]

\[
\Delta = \min_{x \in S, y \in T} d_{\text{short}}(x, y).
\]

Larger values of connect-GDunn correspond to good clusters, and the number of clusters that maximizes connect-GDunn is taken as the optimal number of clusters.

2.3.4. Connectivity based PS-index (connect-PS index)

This index is developed along the lines of PS-index [27]. The cluster validity index, connect-PS index, is defined as

\[
\text{connect-PS}(K) = \frac{1}{K} \sum_{i=1}^{K} \frac{1}{n_i} \sum_{x \in S_i} d_{\text{short}}(x, z_i) / d_{\text{min}}.
\]

where \( d_{\text{min}} = \min_{m, n, m \neq n} d_{\text{short}}(z_m, z_n) \), where \( z_m \) and \( z_n \) are the medoids of the two clusters \( m \) and \( n \), respectively. \( S_i \) is the set whose elements are the data points assigned to the \( ith \) cluster, \( n_i \) is the number of elements in \( S_i \), or \( n_i = |S_i| \), \( d_{\text{min}} \) is the minimum shortest distance between any two cluster medoids and \( d_{\text{short}}(z_i, z_j) \) is computed by Eq. (1). The smallest connect-PS(K) indicates a valid optimal partition with the optimal number of clusters K.

2.3.5. Connectivity based I-index (connect-I index)

This index is developed along the lines of the I-index [9]. The new cluster validity function connect-I is defined as:

\[
\text{connect-I}(K) = \left( \frac{1}{K} \times \frac{1}{\varepsilon_K} \times D_K \right).
\]

Here, \( \varepsilon_K = \sum_{i=1}^{K} \varepsilon_i \), such that \( E_i = \sum_{j=1}^{n_i} d_{\text{short}}(x_i, z_i) \) and \( D_K = \max_{i<j} d_{\text{short}}(z_i, z_j) \). \( D_K \) is the maximum shortest distance between two cluster medoids among all the pairs of medoids. \( d_{\text{short}}(x_i, z_i) \) is computed by Eq. (1) where \( z_i \) is the medoid of cluster \( i \) and \( x_i \)
denotes the \( j \)th point of the \( i \)th cluster. The objective is to maximize this index in order to obtain the actual number of clusters.

2.3.6. Connectivity based Xie–Beni index (connect-XB index)

This index is developed along the lines of the popular XB-index [12]. It is defined as follows:

\[
\text{connect-XB}(K) = \frac{\sum_{i=1}^{K} \left( \sum_{x \in C_i} d_{\text{short}}(x, z_i) \right)}{n \min_{k=1, \ldots, K, i \neq k} d_{\text{short}}(z_i, z_k)}
\]  

(7)

\( d_{\text{short}}(x, z_i) \) is computed by Eq. (1). Here \( C_i \) denotes the cluster \( i \), \( z_i \) is the medoid of cluster \( i \), \( n \) is the size of the whole data set. The most desirable partition (or an optimal value of \( K \)) is obtained by minimizing connect-XB index over \( K = 2, 3, \ldots, K_{\text{max}} \).

2.3.7. Connectivity based SV index (connect-SV index)

Kim attempted to determine the optimal number of clusters by measuring the status of the given partition with both an under-partition index and an over-partition index [28]. Here, the newly developed connect-SV index is defined along the lines of SV index proposed by Kim [28].

\[
\text{connect-SV}(K) = v_{\text{under}}(Z : X) + v_{\text{over}}(Z) = \frac{1}{R} \sum_{i=1}^{K} \left( \sum_{x \in C_i} d_{\text{short}}(x, z_i) \right) \frac{n_i}{K} + \frac{K}{d_{\text{min}}}
\]  

(8)

Here \( d_{\text{min}} = \min_{i \neq j} d_{\text{short}}(z_i, z_j) \). Here \( z_i \) and \( z_j \) are the medoids of two clusters \( i \) and \( j \), respectively and \( n_i \) denotes the number of points in cluster \( i \). A minimum value of connect-SV index indicates the optimal number of clusters.

3. Data sets used

Eight artificial data sets and three real-life data sets are used for the experiments. A description of the data sets in terms of the number of points present, dimension of the data set and the number of clusters is presented in Table 1. These data sets are divided into two groups.

<table>
<thead>
<tr>
<th>Name</th>
<th>No. of points</th>
<th>Dimension</th>
<th>AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pat1</td>
<td>557</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Pat2</td>
<td>417</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Spiral</td>
<td>1000</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Rect_3</td>
<td>400</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Mixed_5</td>
<td>850</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Sph_4</td>
<td>400</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Sph_5</td>
<td>250</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Sph_10</td>
<td>500</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Iris</td>
<td>150</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Cancer</td>
<td>683</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>Newthyroid</td>
<td>215</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

(1) Group 1: This group of data sets contains well-separated clusters of different shapes, sizes and convexities.

(a) Pat1: This data, used in Ref. [30], consists of 880 patterns. There are three non convex clusters present in this data set. This is shown in Fig. 3(a).

(b) Pat2: This data set, used in [31], consists of 2 non-linear, non-overlapping and non-symmetric clusters. The data set is shown in Fig. 3(b).

(c) Spiral: This data set, used in Ref. [32], consists of 1000 data points distributed over 2 spiral clusters. This is shown in Fig. 4(a).

(d) Rect_3: This data set, used in Ref. [33], is a combination of ring-shaped, compact and linear clusters shown in Fig. 4(b).

(e) Mixed_5: This data set, used in Ref. [34], contains 850 data points distributed on five clusters, as shown in Fig. 5(a).

(f) Sph_4: This data set, used in [35], consists of 400 points distributed over 4 hyperspherical shaped clusters. This data set is shown in Fig. 5(b). The clusters present in this data set are well-separated, each consisting of 100 data points.

(g) Sph_5: This data set, used in [35], consists of 250 two dimensional data points distributed over 5 spherically shaped clusters. The clusters present in this data set are highly overlapping, each consisting of 50 data points. This data set is shown in Fig. 6(a).

(h) Sph_10: This data set, used in Ref. [36], consists of 500 two dimensional data points distributed over 10 different clusters. Some clusters are overlapping in nature. Each
cluster consists of 50 data points. This data set is shown in Fig. 6(b).

(2) Group 2: This group consists of three real-life data sets obtained from Ref. [37].

(a) Iris: This data set consists of 150 data points distributed over 3 clusters. Each cluster consists of 50 points. This data set represents different categories of irises characterized by four feature values [38]. It has three classes Setosa, Versicolor and Virginica. It is known that two classes (Versicolor and Virginica) have a large amount of overlap while the class Setosa is linearly separable from the other two.

(b) Cancer: Here we use the Wisconsin Breast Cancer data set, consists of 683 sample points. Each pattern has nine features corresponding to clump thickness, cell size uniformity, cell shape uniformity, marginal adhesion, single epithelial cell size, bare nuclei, bland chromatin, normal nucleoli and mitoses. There are two categories in the data: malignant and benign. The two classes are known to be linearly separable.

(c) Newthyroid: The original database from where it has been collected is titled as thyroid gland data (‘normal’, ‘hypo’ and ‘hyper’ functioning). Five laboratory tests are used to predict whether a patient’s thyroid belongs to the class euthyroidism, hypothyroidism or hyperthyroidism. There are a total of 215 instances and the number of attributes is five.

4. Experimental results

The effectiveness of the connectivity based cluster validity indices in determining the appropriate number of clusters and the appropriate partitioning is established for the above-mentioned eleven data sets. Single linkage clustering technique [1] and $K$-means clustering technique [1] are used as the underlying partitioning techniques. The number of clusters, $K$, is varied from 2 to $\sqrt{n}$, where $n$ is the number of data points. The method of choosing the optimum $K$ and $A_l$ (optimum partitioning technique) by a particular cluster validity index ($V$) are provided below.

Let $S$ denote the set of clustering algorithms (models) and $CV(A, I)$ denotes the value of some cluster validity index $CV$ for $K=I$ provided by a clustering algorithm $A \in S$. Then the
most appropriate algorithm (model) and the corresponding $K=K^*$ (model order), denoted by the tuple $(A^*, K^*)$, is given by $(A^*, K^*) = \text{argopt}_{K = 2, 3, \ldots, \sqrt{n}}(C(A, l))$. Table 2 shows the overall $(A^*, K^*)$ values obtained using the different indices for all the data sets. The results reported in the table are the average values obtained over ten runs of the algorithm. It has also been noted that there is a significant difference between the best value and the second best value obtained by any of the proposed validity indices for all the data sets used here for experiment.

Figs. 7(a), 8(a), 9(a), 10(a), 11(a), 12, 13(a) and 14(a) show, respectively, the partitionings obtained after application of single linkage clustering technique on the eight artificial data sets, respectively, for actual number of clusters present in the data sets. Similarly, Figs. 7(b), 8(b), 9(b), 10(b), 11(b), 12, 13(b) and 14(b) show, respectively, the partitionings obtained after application of $K$-means clustering technique on the eight artificial data sets for actual number of clusters present in the data sets. These figures show that for first five data sets, Pat1, Pat2, Spiral, Rect3_2 and Mixed5_2, single linkage clustering is the best suitable partitioning technique. For Sph4_3 both single linkage and $K$-means perform good. But for Sph5_2 and Sph10_2 $K$-means is the best partitioning technique. Table 2 shows the optimum number of clusters and the optimum partitioning technique identified by the seven newly proposed connectivity based cluster validity indices, namely, connect-DB, connect-Dunn, connect-GDunn, connect-PS, connect-I, connect-XB and connect-SV indices for all the data sets used here for experiment.

For Pat1 data set, connect-Dunn and connect-XB indices are able to find the proper partitioning, the proper number of partitions and the proper partitioning technique (the corresponding partitioning is shown in Fig. 7(a)). Optimum values of connect-GDunn, connect-I and connect-SV indices indicate $K=2$ as the proper number of clusters with Single linkage clustering technique whereas that of connect-PS indicates $K=10$ as the proper number of clusters along with Single linkage clustering technique (refer to Table 2). connect-DB index wrongly indicates $K=2$ as the proper number of clusters along with $K$-means clustering technique (refer to Table 2).

For Pat2 data set, all the connectivity based indices except connect-SV are able to detect the proper number of clusters, the appropriate partitioning and the proper partitioning technique.
(refer to Table 2). The corresponding partitioning is shown in Fig. 8(a). connect-SV wrongly takes its optimal value along with K-means clustering technique (refer to Table 2). Again for Spiral data set, all the connectivity based indices are able to detect the appropriate partitioning, appropriate partitioning technique (single linkage in this case) and the appropriate number of clusters (the corresponding partitioning is shown in Fig. 9(a)). For Rect_3.2 data set, except for connect-SV all the connectivity based indices are able to detect the appropriate partitioning, appropriate partitioning technique and the appropriate number of clusters (refer to Table 2). The corresponding partitioning is shown in Fig. 10(a). Optimum value of connect-SV indicates $K = 2$ number of clusters along with Single linkage clustering technique. But for Mixed_5.2 data set, only connect-Dunn index is able to detect the appropriate partitioning, the appropriate number of clusters and the appropriate partitioning technique (refer to Table 2). The corresponding partitioning is shown in Fig. 11(a). For Sph_4.3 data set, all the indices except connect-DB and connect-SV are able to detect the proper number of clusters, proper partitioning technique and the appropriate partitioning from this data set (refer to Table 2). The corresponding partitioning is shown in Fig. 12. connect-DB indicates $K = 3$ as the optimum number of clusters along with single linkage clustering technique where as connect-SV indicates $K = 2$ as the correct number of clusters along with both single linkage clustering technique K-means clustering technique. For Sph_5.2 data set, none of the connectivity based indices are able to detect the appropriate partitioning, appropriate number of clusters and the proper partitioning technique (refer to Table 2). Again for Sph_10.2 data sets none of the connectivity based cluster validity indices are able to detect the appropriate number of partitions and appropriate partitioning technique (refer to Table 2). Results on Sph_5.2 and Sph_10.2 data sets show that these connectivity based indices fail for overlapping clusters. These are not capable of detecting the appropriate number of clusters from data sets having overlapping clusters.

For the three real-life data sets, Iris, Cancer and Newthyroid, no visualization is possible as these are high-dimensional data sets. For these three data sets, the Minkowski Score [33] is calculated after applications of single linkage and K-means clustering algorithms. This is a measure of the quality of a solution given the true clustering. Let $T$ be the “true” solution and $S$ the solution we wish to measure. Denote by $n_{ij}$ the number of pairs of elements that are in the same cluster in both $S$ and $T$. Denote by $n_0$ the number of pairs that are in the same cluster only in $S$, and by $n_{10}$ the number of pairs that are in the same cluster in $T$. The Minkowski Score (MS) is then defined as: $\text{MS}(T, S) = \sqrt{(n_{01} + n_{10})/(n_{11} + n_{00})}$. For MS, the optimum score is 0, with lower scores being “better”. For Iris data set, MS values corresponding to the partitionings obtained by single linkage clustering technique and K-means clustering techniques for $K = 3$ are 0.82 and 0.62, respectively. Thus K-means is the best clustering technique for this data set. As can be seen from Table 2, all the connectivity based indices are able to detect $K = 2$ as the proper number of partitions for this data set along with Single linkage clustering technique. In Iris data set there are three clusters among which two are highly overlapping to each other. Thus many other methods of Iris also provides $K = 2$ as the optimal number of clusters. The corresponding MS value is 0.82. For Cancer data set, the MS values corresponding to the partitionings obtained by Single linkage clustering technique and K-means clustering techniques are 0.91 and 0.37, respectively. Thus K-means is again most suitable partitioning technique for this data set. connect-Dunn, connect-I and connect-XB indices are able to detect the appropriate number of clusters along with Single linkage clustering technique (refer to Table 2). The corresponding MS value is 0.91. connect-Dunn and connect-PS indices indicate $K = 3$ and $K = 10$ as the optimal number of clusters from this data set, respectively. The corresponding MS values are 0.91 and 0.91, respectively.
connect-DB and connect-SV indices indicate $K=2$ number of clusters along with $K$-means clustering technique. The corresponding MS value is 0.37. For Newthyroid data, the MS values obtained by Single linkage and $K$-means clustering techniques are 0.93 and 0.74, respectively. Thus $K$-means is again the most suitable partitioning technique to segment this data set. Only connect-DB index is able to detect the proper number of clusters and the proper partitioning technique. The corresponding MS value is 0.74. connect-Dunn index is able to detect the proper number of clusters along with Single linkage clustering technique. The corresponding MS value is 0.91. Other connectivity based indices, connect-DB, connect-Dunn, connect-PS, connect-I and connect-XB indices determine $K=2$ as the optimal number of clusters along with Single linkage clustering technique. The corresponding MS value is 0.92.

The above mentioned results show that connect-DB is able to detect the appropriate partitioning from five out of eleven data sets used here for the experiment. Similarly, connect-Dunn, connect-When2, connect-PS, connect-I, connect-XB, and connect-SV indices are able to detect the proper partitioning from six, four, four, four, five and two out of eleven data sets, respectively. Thus, it can be easily concluded that the proposed connect-Dunn index performs the best compared to other six indices for detecting the proper number of clusters and the proper partitioning from data sets having well-separated clusters of any shape, size or convexity. But these indices fail for data sets with overlapping clusters. This is evident from the results on Sph.5_2, Sph.10.2 and three real-life data sets.

4.1. Computational time of the proposed cluster validity indices

In this section we have performed the complexity analysis of the proposed connectivity based indices. The main time consuming component of all the above mentioned cluster validity indices is the computation of $d_{short}$. In order to compute this at first the relative neighbor graph has to be constructed. If there are $n$ number of points in the data set then construction of RNG takes a total of $O(n)$ time [39]. Thereafter the paths from the medoid of a cluster to all the points are found. This takes total $O(n^2)$ time where $n$ is the total number of points in the data set. Thus the total complexity of finding $d_{short}$ from all the medoids to all the
other points is \(O(n^3)\). As this shortest distance computation overrides other computations related to cluster validity indices, the time complexity of all the above mentioned cluster validity indices is \(O(n^3)\).

Once we have constructed RNG and found all paths among the set of points, the total time taken by the cluster validity indices are more or less same. We have executed the proposed technique on HP Server running red hat linux enterprize 4 operating system with 6 GB RAM and 250 GB Hard disk. For Pat1 data set, the seven cluster validity indices took, respectively, 2, 3, 3, 2, 2 and 2 min of time. For Pat2 data set, total time requirements of seven cluster validity indices are 1.5, 2.5, 2.5, 1.5, 1.5 and 1.5, respectively. Similarly for Spiral data set, seven cluster validity indices took, respectively, 3.5, 5, 5, 3.5, 3.5 and 3.5 minutes of time. For Cancer data set, the cluster validity indices took, respectively, 5, 6, 6, 5, 5, and 5 min of time.
4.2. Comparison with original versions of the cluster validity indices

For the purpose of comparison, the values of original seven cluster validity indices, DB-index, Dunn-index, GDbunn-index, PS-index, I-index, XB-index, SV-index, are also calculated after application of single linkage and K-means clustering algorithms on the above mentioned data sets with \( K \) varies from 2 to \( \sqrt{n} \). The number of clusters and the clustering technique identified by these indices on the above mentioned data sets are shown in Table 2.

The success rates of the two versions of seven cluster validity indices (original version and the connectivity based version) in detecting the proper number of partitions and the proper partitioning are shown in Table 2. Here \( \text{Success Rate}(i) = \frac{A}{\text{total number of data sets}} \) where \( A \) = Number of data sets for which index \( i \) succeeds in determining the appropriate number of clusters. From the results provided in Table 2, it is easy to conclude that incorporation of \( d_{\text{short}} \) distance in the definitions of existing cluster validity indices make them more effective in detecting any type of clusters from a data set irrespective of their shape, size or convexity as long as they are well-separated. This is more evident from the results on first five artificial data sets having clusters of different shapes but well-separated structures. While the original versions of the seven cluster validity indices mostly fail in detecting the proper number of partitions from these five data sets, incorporation of \( d_{\text{short}} \) distance impart the property of characterizing these non-compact or non-convex well-separated clusters of any shapes to them.

5. Discussion and conclusion

Identifying the proper number of clusters, appropriate partitioning and the appropriate partitioning technique from a data set are three crucial issues in unsupervised classification. Seven newly proposed connectivity based cluster validity indices which mimic the existing seven cluster validity indices are proposed in this article. These indices exploit the property of connectivity to
indicate both the appropriate number of clusters and the appropriate partitioning technique. The effectiveness of these seven newly developed connectivity based indices in comparison with the original seven cluster validity indices is provided for eight artificially generated and three real-life data sets. Results show that incorporation of the concept of connectivity in the definitions of existing seven cluster validity indices makes them more effective in determining the proper number of clusters, proper partitioning and the appropriate partitioning technique from data sets having clusters of different shapes, sizes and convexity as long as they are well-separated. Note that our proposed validity indices will not be able to determine the appropriate partitioning from data sets having overlapping clusters. If the clusters are well-separated then only the proposed indices are useful.

In the newly proposed connectivity based cluster validity indices we have retained whatever normalization was used in the original version. However appropriate normalization is important and a study needs to be conducted in future. Moreover, the utility of the proposed indices needs to be studied on some more real life problems such as segmentation of MR brain images and segmentation of remote sensing satellite imagery.
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