
Estimator and Confidence 
Interval 



Point Estimation 



• Estimate is not expected to be error free (sampling bias) 

 

• There might be more than one estimate 

 

• We have to select the right one. 

 



Show that S2 is an unbiased estimator of 2. 

Desirable properties of a “good” decision 
function for choosing estimator 

Let Θ̅ be an estimator whose value ̅ is a point estimate of 
some unknown population parameter . Certainly, we would 
like the sampling distribution of Θ̅ to have a mean equal to 
the parameter estimated. 

Unbiased Estimator: A statistic Θ̅ is said to be an unbiased 
estimator of the parameter  if     E(Θ̅)=  



Why S2 is an unbiased estimator of 2 

Var(Xi)  - n Var(X) 



Variance of a Point Estimator 

• If Θ1 and Θ2 are two unbiased estimators of the same 
population parameter , we want to choose the 
estimator whose sampling distribution has the 
smaller variance. Hence, if σ2

Θ1 < σ2
Θ2, we say that Θ1 

is a more efficient estimator of  than Θ2. 





Interval Estimation 

• Even the most efficient unbiased estimator is unlikely 
to estimate the population parameter exactly. 

 

• There are many situations in which it is preferable to 
determine an interval within which we would expect 
to find the value of the parameter. 

 

• Such an interval is called an interval estimate. 





Example 

• SAT verbal scores for students in the entering freshman class 
might produce an interval from 530 to 550, within which we 
expect to find the true average of all SAT verbal scores for the 
freshman class. 

 

• The values of the endpoints, 530 and 550, will depend on the 
computed sample mean x ̅ and the sampling distribution of X ̅. 

 

• As the sample size increases, estimate is likely to be closer to 
the parameter μ. 





















• Example: Average zinc concentration recovered from 
a sample of zinc measurements in 36 locations of 
river is found to be 2.6 grams per milliliter. Find the 
95% and 99% confidence Intervals for the mean zinc 
concentration in the river. Assume that population 
standard deviation is 0.3. 



• Point estimate of µ is x ̅ = 2.6.  
– Z value leaving an area of 0.025, is  z0.025= 1.96 

– Hence 95% confidence Interval is 

– 2.6 – 1.96*(0.3/6)< µ < 2.6 + 1.96*(0.3/6) 

– 2.5 < µ < 2.7 

•  Similarly for 99% confidence Interval 
z0.005=2.575 

• 2.6 -2.575*(0.3/6) < µ < 2.6 +2.575*(0.3/6)  
• 2.47 < µ < 2.73 

 



• High school students who take the SAT mathematics 
exam second time, generally score higher compared 
to their first time score. Change in score follows a 
normal distribution with 2=2500. When a random 
sample is taken of 1000 students, it is found that 
average gain is 22. Please find out 90% confidence 
interval for mean score gain µ. 



• x ̅=22, 2=2500 =0.1 n=1000 

• P(x ̅- Z/2(

√𝑛

) <µ < x ̅ + Z/2(

√𝑛

) )= 1-  

• Z/2=1.645 

•

√𝑛

=
50

31.62
=1.58 

• Z/2(

√𝑛

)=1.645*1.58=2.599 

• Lower limit of C.I = 22 – 2.599=19.4 

• Upper limit of C.I = 22 + 2.599=24.6 

 

 



Error in estimating μ by x. 

• If μ is actually the center value of the interval, then x ̅ 
estimates μ without error. 

• The size of this error will be the absolute value of the 
difference between μ and x ̅, and we can be 100(1 − 
α)% confident that this difference will not exceed 

zα/2(

√𝑛

). 



• Frequently, we wish to know how large a sample is 
necessary to ensure that the error in estimating μ 
will be less than a specified amount e. 

• If we assume e = zα/2( 
σ
√𝑛

) 

• n=
𝑍/2


𝑒

2 

 



• The average zinc concentration recovered from a sample of 
measurements taken from n different locations in a river is 
found to be 2.6 grams per milliliter. How large a sample is 
required (n) if we want to be 95% confident that our estimate 
of μ is off by less than 0.05?. Assume that the population 
standard deviation is 0.3 gram per milliliter. 

 

 

 

• Therefore, we can be 95% confident that a random sample of 
size 139 will provide an estimate x̅ differing from μ by an 
amount less than 0.05. 

 





• In a psychological testing experiment, 25 subjects are selected 
randomly and their reaction time, in seconds, to a particular 
stimulus is measured. Past experience suggests that the 
variance in reaction times to these types of stimuli is 4 sec2 
and that the distribution of reaction times is approximately 
normal. The average time for the subjects is 6.2 seconds. Give 
an upper 95% bound for the mean reaction time. 

 



The Case of σ Unknown 

• Frequently, we must attempt to estimate the mean 
of a population when the variance is unknown. 

 

• if we have a random sample from a normal 

distribution, then the random variable T=
𝑋̅ −µ

𝑆/√ n
 has a 

Student t-distribution with n − 1 degrees  of freedom 







• Example: The contents of 7 similar containers of sulfuric acid 
are 9.8, 10.2, 10.4, 9.8, 10.0 10.2 and 9.6 liters. Find a 95% CI 
for the mean of all such containers assuming an approximate 
normal distribution. 



• Sample mean x ̅ = 10.0 

• Sample standard deviation  s = 0.283 

• =0.05 /2=0.025 

• T0.025=2.447 for v=6 degree of freedom 

• 10.0 – 2.447*(0.283/√7) < µ  < 10.0 + 2.447*(0.283/√7) 

• 9.74< µ < 10.26 





• x ̅=20.9 s2=58.459  s=7.65  n=50 

• =0.05 /2=0.025 

• As n>=30, instead of t/2, we may use Z/2. 

• Z0.025=1.96 

• s/ 𝑛 =1.08 

• Lower limit = 20.9 – 1.96*1.08 = 20.9-2.12=18.78 

• Upper limit = 20.9 + 1.96*1.08 = 20.9+2.12=23.02 

 


