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A B S T R A C T

Context: Mastroeni and Zanardini introduced the notion of semantics-based data dependences, both at concrete and abstract domains, that helps in converting the traditional syntactic Program Dependence Graphs (PDGs) into more refined semantics-based (abstract) PDGs by disregarding some false dependences from them. As a result, the slicing techniques based on these semantics-based (abstract) PDGs result in more precise slices. Aim: The aim of this paper is to further refine the slicing algorithms when focusing on a given property. Method: The improvement is obtained by (i) applying the notions of semantic relevancy of statements and semantic data dependences, and (ii) combining them with conditional dependences. Result: We provide an abstract slicing algorithm based on semantics-based abstract Dependence Condition Graphs (DCGs) that enable us to identify the conditions for dependences between program points.
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1. Introduction

Program slicing is a well-known decomposition technique that extracts from programs the statements which are relevant to a given behavior. It is a fundamental operation for addressing many software-engineering problems, including program understanding, debugging, maintenance, testing, parallelization, integration, software measurement, etc. The notion of a program slice was originally introduced by Mark Weiser [40] who defines a static program slice as an executable subset of program statements that preserves the original program’s behavior at a particular program point for a subset of program variables for all program inputs. Therefore, the static slicing criterion is denoted by \( (p, v) \) where \( p \) is the program point and \( v \) is the variable of interest. This is not restrictive, as it can easily be extended to slicing with respect to a set of variables \( V \), formed from the union of the slices on each variable in \( V \). In contrast, in dynamic slicing [23], programmers are more interested in a slice that preserves the program’s behavior for a specific program input rather than for all program inputs: the dependences that occur in a specific execution of the program are taken into account. Therefore, the slicing criterion for dynamic slicing is denoted by \( (p, v, i) \), where \( i \) represents the input sequence of interest.

Program slicing can be defined in concrete as well as in the abstract domain, where in the former case we consider exact values of the program variables of interest, while in the latter case we consider some properties instead of their exact values. These properties are represented as abstract domains of the variable domains in the context of Abstract Interpretation [10,14]. The notion of Abstract Program Slicing was first introduced by Hong, Lee and Sokolsky [35]. Some recent works include semantics-based abstract program slicing [27,28,42] and property-driven program slicing [4]. Abstract slicing helps in finding all statements affecting some particular properties of the variables of interest. For instance, suppose a program variable at some point of execution is not resulting in the correct properties (a positive value, say) as desired. In such a case, abstract slicing can effectively identify the statements responsible for this error. Recently, Mastroeni and Nicolić [27] extended the theoretical framework of slicing proposed by Binkley [5] to an abstract domain in order to define abstract...
program slicing, and to represent and compare different forms of program slicing in the abstract domain. Slicing criteria in an abstract domain, thus, include observable properties of the variables of interest as well. For instance, static and dynamic abstract slicing criteria are denoted by \((p, v, \rho)\) and \((p, v, i, \rho)\) respectively, where \(\rho\) is an observable property of \(v\).

All the techniques mentioned so far make use (explicitly or implicitly) of the notion of a Program Dependence Graph (PDG) \([13,24,31]\). However, different forms of PDG representation have been proposed, depending on the intended applications \([1,21,22]\). Over the last 25 years, many program slicing techniques have been proposed based on the PDG representation or based on its variants like System Dependence Graph (SDG) or Dynamic Dependence Graph (DDG) representations \([1,22,34,36]\). In general, a PDG makes explicit both the data and control dependences for each operation in a program. Data dependences have been used to represent only the relevant data flow relationship of a program, while control dependences are derived from the actual control flow graph and represent only the essential control flow relationships of a program. However, PDG-based slicing is somewhat restricted: a slice must be taken w.r.t. variables that are defined or used at that program point.

This paper provides two main contributions in this area. The first one is the use of the notion of semantic relevancy of statements w.r.t. a property. It determines whether a statement is relevant w.r.t. a property of interest, and is computed over all concrete (or abstract) states possibly reaching the statement. For instance, consider the following code fragment: \(\{ (1) x = \text{input}; (2) x = x+2; (3) \text{print}\; x. \} \). If we consider an abstract domain of parity represented by \(\text{PAR} = \{ \top, \text{ODD}, \text{EVEN}, \bot \}\), we see that the variable \(x\) at program point 1 may have any parity from the set \{ODD, EVEN\}, and the execution of the statement at program point 2 does not change the parity of \(x\) at all. Therefore, the statement at 2 is semantically irrelevant w.r.t. \(\text{PAR}\). By disregarding all the nodes that correspond to irrelevant statements w.r.t. concrete (or abstract) property from a syntactic PDG, we obtain a more precise semantics-based (abstract) PDG. Observe that the combined effort of semantic relevancy of statements with the expression-level semantic data dependences introduced by Mastroeni and Zanardini \([28]\) guarantees a more precise semantics-based (abstract) PDG.

The second contribution of the paper is the refinement of the semantics-based PDGs obtained so far by applying the notion of conditional dependences proposed by Sukumaran et al. \([37]\). This allows us to transform PDGs into Dependence Condition Graphs (DCGs) that enable us to identify the conditions for dependences between program points. We lift the semantics of DCGs from concrete domain to an abstract domain. The satisfiability of the conditions in DCGs by (abstract) execution traces helps in removing semantically unrealizable dependences from them, yielding to refined semantics-based (abstract) DCGs.

These two contributions in combination with semantic data dependences \([28]\) lead to an abstract program slicing algorithm that strictly improves with respect to the literature. The algorithm constructs a semantics-based abstract DCG from a given program by combining these three notions: (i) semantic relevancy of statements, (ii) semantic data dependences at expression level \([28]\), and (iii) conditional dependences based on DCG annotations \([37]\).

The rest of the paper\(^1\) is organized as follows: Section 2 recalls some basic background. Section 3 introduces the notion of semantic relevancy of statements w.r.t. concrete/abstract property. In Section 4, we formalize an algorithm to construct a semantics-based abstract DCG from a given program. In Section 5, we lift the semantics of DCGs from concrete to an abstract domain, and we propose a refinement of syntactic DCCs into semantics-based abstract DCGs. The proposed abstract slicing algorithm is formalized in Section 6. Section 7 illustrates the proposed slicing technique with an example. In Section 8, we prove the soundness and provide an overall complexity analysis of the proposal. Section 9 presents an overall architecture of a tool implementing our abstract program slicing algorithm. In Section 10, we discuss related works in the literature. Finally, Section 11 concludes the paper.

### 2. Preliminaries

In this section we recall some basic backgrounds.

**Static Single Assignment (SSA).** The SSA form \([11]\) of a program is a semantically equivalent version of the program where each variable has a unique (syntactic) assignment. The SSA form introduces special \(\phi\)-assignments at join nodes of the program where assignments to the same variable along multiple program paths may converge. Each assignment to a variable is given a unique name, and all of the uses reached by that assignment are renamed to match the assignment’s new name. Fig. 1(a) and (b) depict a program \(P\) and its SSA form \(P_{ss}\) respectively. In the rest of the paper, we use the SSA form of programs due to its compact representation and easy to compute DCG annotations as well as to define its semantics. The SSA form also helps in improving the flow-sensitive analysis of any program \([20]\).

**Program dependence graph.** Program Dependence Graph (PDG) \([13,24,31]\) for a program is a directed graph with vertices denoting program components (\(\text{start}, \text{stop}, \text{skip}, \text{assignment}, \text{conditional}\) or \(\text{repetitive}\) statements) and edges denoting dependences between components. An edge represents either control dependence or data dependence. The sub-graph of the PDG induced by the control dependence edges is called a control dependence graph (CDG) and the sub-graph induced by the data dependence edges is called a data dependence graph (DDG). The source node of a CDG edge corresponds to either start or

---

\(^1\) The paper is a revised and extended version of \([8]\).
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\]

\[\begin{align*}
\text{AC}(s, t) & : \text{defined to be true if there exists at least one execution } \psi \text{ that satisfies a valid PDG path } \eta \text{ between } s \text{ and } t \text{ i.e. } AC(s, t) \equiv \exists \psi : AC(s, t, \psi) \text{ and } AC(s, t, \psi) \equiv \exists \eta \in chop(s, t) : \psi \vdash \eta. \\
\text{The } \neg AC(s, t) \text{ implies that } \forall \psi \text{ and } \nexists \eta \in chop(s, t) : \psi \vdash \eta, \text{ that is, } chop(s, t) \text{ is empty.}
\end{align*}\]
In PDG-based dynamic slicing [1,29] w.r.t. a variable for a given execution history, a projection of the PDG w.r.t. the nodes that occur in the execution history is obtained, and then the static slicing algorithm on the projected dependence graph is applied to find the desired dynamic slice.

In general, there exist many different slices for a given program w.r.t. a slicing criterion where one can be more precise than the other, as defined in Definition 1.

**Definition 1 (Precision of Slicing).** Given two programs \(P'\) and \(P''\) such that both \(P'\) and \(P''\) are slices of \(P\) w.r.t. a criterion \(C\). \(P'\) is more precise than \(P''\) if \(P' \neq P''\) is a slice of \(P''\) w.r.t. \(C\).

**Abstract interpretation and program slicing.** Abstract Interpretation, originally introduced by Cousot and Cousot is a well known semantics-based static analysis technique [10,14]. Its main idea is to relate concrete and abstract semantics where the latter are focusing only on some properties of interest. Abstract semantics is obtained from the concrete one by substituting concrete domain of computation and their basic concrete semantic operations with the abstract domain and corresponding abstract semantic operations. This can be expressed by means of closure operators.

A first attempt to combine Abstract Interpretation with program slicing is done by Mastroeni and Zanardini in [28]. In traditional PDGs, the notion of dependences between statements is based on syntactic presence of a variable in the definition of another variable or in a conditional expression. Therefore, the definition of slices at the semantic level creates a gap between slicing and dependences. Mastroeni and Zanardini [28] introduced the notion of semantic data dependences which abstract semantic operations. This can be expressed by means of closure operators.

**Abstract semantics: Expressions and statements.** Consider the IMP language [41]. The statements of a program \(P\) act on a set of constants \(C = const(P)\) and a set of variables \(VAR = var(P)\). A program variable \(x \in VAR\) takes its values from the semantic domain \(\mathbb{V} = \mathbb{Z}\) where, \(\emptyset\) represents an undefined or uninitialized value and \(Z\) is the set of integers. The arithmetical expressions \(e \in Aexp\) and Boolean expressions \(b \in Bexp\) are defined by standard operators on constants and variables. The set of states \(\Sigma\) consists of functions \(\sigma : VAR \rightarrow \mathbb{V}\) which map the variables to their values. For the program with \(k\) variables \(x_1, \ldots, x_k\), the state is denoted by \(k\)-tuples: \(\sigma = \langle v_1, \ldots, v_k \rangle\), where \(v_i \in \mathbb{V}, i = 1, \ldots, k\) and hence, the set of states \(\Sigma = (\mathbb{V})^k\).

Given a state \(\sigma \in \Sigma\), \(v \in \mathbb{V}\), and \(x \in VAR\): \(\sigma[x \leftarrow v]\) denotes a state obtained from \(\sigma\) by replacing its contents in \(x\) by \(v\), i.e. define

\[
\sigma[x \leftarrow v](y) = \begin{cases} 
    v & \text{if } x = y \\
    \sigma(y) & \text{if } x \neq y.
\end{cases}
\]

The semantics of arithmetic expression \(e \in Aexp\) over the state \(\sigma\) is denoted by \(E[e](\sigma)\) where, the function \(E\) is of the type \(Aexp \rightarrow (\sigma \rightarrow \mathbb{V})\). Similarly, \(B[b](\sigma)\) denotes the semantics of the Boolean expression \(b \in Bexp\) over the state \(\sigma\) of type \(Bexp \rightarrow (\sigma \rightarrow \{true, false\})\) where \(T \in \{true, false\}\).

The Semantics of statement \(s\) is defined as a partial function on states and is denoted by \(S[s](\sigma)\) which defines the effect of executing \(s\) in \(\sigma\).

Consider an abstract domain \(\rho\) on values. The set of abstract states is denoted by \(\Sigma^\rho = \rho(\varphi(\mathbb{V}))^k\). The abstract semantics \(E[e]^\rho(\sigma)\) of expression \(e\) is defined as the best correct approximation of \(E[e]\): let \(\sigma = \langle v_1, \ldots, v_k \rangle \in \Sigma^\rho\) and \(e = \langle \rho(v_1), \ldots, \rho(v_k) \rangle \in \Sigma^\rho:\ E[e]^\rho(\sigma) = \rho(\{E[e](\langle u_1, \ldots, u_k \rangle) \mid \forall i, u_i \in \rho(v_i)\})\).

**3. Semantic relevancy of statements.**

In this section, we introduce the notion of semantic relevancy of statements in both concrete and abstract domains. The motive behind this is to determine whether the execution of a statement affects a concrete/abstract property of the variables of interest.

**Definition 2 (Concrete Semantic Relevancy).** Given a program \(P\) and a concrete property \(\omega\) on states, the statement \(s\) at program point \(p\) in \(P\) is semantically relevant w.r.t. \(\omega\) if:

\[
\exists \sigma \in \Sigma^p : S[s](\sigma) = \sigma' \land \omega(\sigma) \neq \omega(\sigma')
\]

where \(\Sigma^p\) are the set of states that can possibly reach the program point \(p\).

In other words, the statement \(s\) at program point \(p\) is semantically irrelevant w.r.t. a concrete property \(\omega\) if the execution of \(s\) over any state \(\sigma \in \Sigma^p\) yields to a state that is equivalent to \(\sigma\) w.r.t. \(\omega\).
In particular, whenever \( \omega \) distributes over program variables, we may use \textbf{Definition 3}.

**Definition 3** (Concrete Semantic Relevancy for a Set of Variables). Given a program \( P \) and a concrete property \( \omega \) that distributes over program variables, the statement \( s \) at program point \( p \) in \( P \) is semantically relevant \( \text{w.r.t.} \ \omega \) for a subset of variables \( U \) if

\[
\exists \pi = (\pi_1(v_1), \pi_2(v_2), \ldots, \pi_k(v_k)) \in \Sigma_p \quad \text{and} \quad \exists v_i \in U \quad \text{such that} \quad \omega(\pi_i(\llbracket s \rrbracket \pi) \neq \omega(\pi_i(\sigma))
\]

where \( \pi_i((\sigma(v_1), \sigma(v_2), \ldots, \sigma(v_k))) = \sigma(v_i) \).

**Example 1.** Consider the concrete property \( \omega_{(kmod4)} : \Sigma \rightarrow \{\text{true, false}\} \), which is true in state \( \sigma \) iff \( \sigma(x) \neq 4 \). The statement \( x = y + 1 \) is semantically relevant \( \text{w.r.t.} \ \omega \) only if \( \exists \sigma \in \Sigma_p \) such that \( \sigma(y) = 3 \) and \( \sigma(x) \neq 4 \).

**Example 2.** Consider the program \( P_{sa} \) in Fig. 1(b). The statement at program point 7 is semantically irrelevant \( \text{w.r.t.} \ \omega \) all concrete properties, as the execution of this statement over any state possibly reaching program point 7 does not change the state. That is, \( \forall \sigma \in \Sigma_p \) where \( \sigma(x) = \sigma(y) \) and \( \sigma(z) = 4 \), the execution of the statement over \( \sigma \) does not modify the value of \( z \).

**Example 3.** Consider the program \( P_{sa} \) in Fig. 1(b) and the property defined by \( \omega \triangleq \# \{x \in VAR : \llbracket x \rrbracket \in EVEN\} = \# \{x \in VAR : \llbracket x \rrbracket \in ODD\} \) where \( VAR \) is the set of program variables, \( \sigma \in \Sigma \), \( EVEN \) represents \( \{y \in Z : y \text{ is even}\} \), \( ODD \) represents \( \{y \in Z : y \text{ is odd}\} \), \( Z \) is the set of integers, and \( \# \) denotes the cardinality of set. The statement \( s \triangleq \sigma(x) = x + 1 \) at program point 8 is relevant \( \text{w.r.t.} \ \omega \), since the execution of \( s \) over any state \( \sigma \in \Sigma_p \) with an equal number of variable values belonging to both \( ODD \) and \( EVEN \) sets, yields to a state \( \sigma' \) where the value of \( x \) moves from one set to another. Observe that the statement at program point 10, on the other hand, is irrelevant \( \text{w.r.t.} \ \omega \).

As clearly observed by Weiser’s thesis [39], semantic relevancy is not computable in general, as it is the case for many non-trivial behavioral properties of programs. We can only approximate the semantic relevancy, and the actual accuracy of slicing algorithms heavily depends on how good this approximation is. Observe that there is always a safe approximation, i.e. the most conservative one.

The notion of semantic relevancy in an abstract domain is defined in \textbf{Definition 4}. The abstract semantic relevancy can be defined in relational as well as non-relational abstract domains.

**Definition 4** (Abstract Semantic Relevancy). Let \( P \) be a program and \( \rho \) be a closure operator over \( \rho(V) \), the statement \( s \) at program point \( p \) in \( P \) is semantically relevant \( \text{w.r.t.} \ \rho \) abstract property \( \rho \) if

\[
\exists \sigma \in \Sigma_p^\rho : \llbracket s \rrbracket ^\rho(\epsilon) \neq \epsilon
\]

where \( \Sigma_p^\rho \) are the set of abstract states that can possibly reach the program point \( p \).

In other words, the statement \( s \) at program point \( p \) is semantically irrelevant \( \text{w.r.t.} \ \rho \) an abstract property \( \rho \) if no changes take place in the abstract states \( \epsilon \in \Sigma_p^\rho \), when \( s \) is executed over \( \epsilon \).

**Example 4.** Consider the statement \( s \triangleq x = x + 2 \) at program point 10 of the program \( P_{sa} \) depicted in Fig. 1(b). The statement \( s \) is semantically relevant \( \text{w.r.t.} \ \rho = SIGN \), because \( \exists \epsilon = (\rho(x), \rho(y), \rho(z)) = (\neg,+,+,+) \in \Sigma_{10}^{SIGN} : \llbracket s \rrbracket ^\rho((-+,+,+)) \neq (\neg,+,+,+) \). On the other hand, if we consider the abstract domain \( \rho = PAR \), we see that \( s \) is semantically irrelevant \( \text{w.r.t.} \ \rho \). \( PAR \) because \( \forall \epsilon \in \Sigma_{10}^{PAR} : \llbracket s \rrbracket ^\rho(\epsilon) \) does not change the parity of \( x \).

\textbf{Definition 4} is not parametric on variables. Below we provide a parametric definition for the abstract statement relevancy. This definition may be useful, combined with independence analysis, to further refine the slicing when focusing just on a proper subset of program variables in the slicing criterion.

**Definition 5** (Abstract Semantic Relevancy for a Set of Variables). Let \( P \) be a program and \( \rho \) be a closure operator over \( \rho(V) \), the statement \( s \) at program point \( p \) in \( P \) is semantically relevant \( \text{w.r.t.} \ \rho \) abstract property \( \rho \) for a subset of variables \( U \) if

\[
\exists \pi = (\pi_1(v_1), \pi_2(v_2), \ldots, \pi_k(v_k)) \in \Sigma_p^\rho \quad \text{and} \quad \exists v_i \in U \quad \text{such that} \quad \pi_i(\llbracket s \rrbracket ^\rho(\epsilon)) \neq \pi_i(\epsilon)
\]

where \( \pi_i((\rho(v_1), \rho(v_2), \ldots, \rho(v_k))) = \rho(v_i) \).

Intuitively, the semantic relevancy of statements just says that an assertion remains true over the states possibly reaching the corresponding program points. Observe that if we consider the predicate \( \omega \) as an abstraction on the concrete states, \textbf{Definition 4} is just a rephrasing of \textbf{Definition 2}.

In a similar way, we can lift the notion of semantic relevancy to blocks and to control statements also (for details, see [16]).

The well-known collecting semantics (also known as static semantics) [10] of programs can help in obtaining the set of states possibly reaching each program point in the program. The relevancy computation of a statement \( s \) at \( p \) \text{w.r.t.} \ a concrete/abstract property is, thus, performed by simply checking whether the execution of \( s \) changing the property of any of the states at \( p \) generated from the collecting semantics. Note that the only statements that can affect the property of states are the “assignment” statements of the form \( v \assign e \), where \( v \) is a variable and \( e \) is an arithmetic expression.
The notion of statement relevancy has many interesting application areas. For instance, if we are analyzing a speed control engine and we are just interested in the portion of the program that may lead to a totally unexpected negative value of a speed variable (yielding to a crash-prone situation), then every statement that does not affect either directly or indirectly its sign can immediately be disregarded.

Given a program and its syntactic PDG, we can obtain a more precise semantics-based (abstract) PDG by disregarding from the syntactic PDG all the nodes that corresponds to irrelevant statements w.r.t. a concrete/abstract property of interest. For instance, Fig. 3 depicts the semantics-based abstract PDG $G_{pdg}^r$ which is obtained by disregarding from $G_{pdg}$ in Fig. 2 two nodes corresponding to the statements 7 and 10 which are irrelevant w.r.t. PAR.

It is worthwhile to mention that the computation above can be optimized in particular cases by applying slicing on the syntactic PDG first, and then, computing statement relevancy and semantic data dependences on this sliced program.

### 4. Algorithm for semantics-based abstract PDG

We are now in position to formalize a new algorithm to construct semantics-based abstract PDG $G_{pdg}^{r,d}$ of a program $P$ w.r.t. an abstract property $\rho$ as depicted in Fig. 4. In this proposed algorithm, we combine (i) the notion of semantic relevancy of statements, and (ii) the notion of semantic data dependences of expressions.

We use the notation $e_{ij}$ to denote the $j$th abstract state w.r.t. $\rho$ possibly reaching program point $p_i$. The input of the algorithm is a program $P$ and output is the semantics-based abstract PDG $G_{pdg}^{r,d}$ of $P$ w.r.t. $\rho$.

Step 3 computes the semantic relevancy of all “assignment” statements in the program $P$ w.r.t. $\rho$, and thus at step 6, $P_{rel}$ contains only the relevant non-control statements along with all the control statements from $P$. Steps 7 computes the relevancy of control statements in $P_{rel}$ w.r.t. $\rho$. Step 8 deals with the repetitive statement “while(cond) then blk_{while}”, step 9 deals with the conditional statement “if (cond) then blk_{if}” and step 10 deals with the conditional statement “if (cond) then blk_{if} else blk_{else}”. where we denote by $blk_S$ a block of a set of statements $S$. Observe that steps 9 and 11 disregard the irrelevant control statements from $P_{rel}$, whereas steps 8, 12 and 13 replace the control statements by another form with equivalent relevancy w.r.t. $\rho$. In step 15, we compute abstract semantic data dependences for all expressions in $P_{rel}$ by following the algorithm of Mastroeni and Zanardini [28]. Finally, in step 16, we construct PDG from $P_{rel}$ that contains only the relevant statements and the relevant data dependences w.r.t. $\rho$.

The idea to obtain a semantics-based abstract PDG is to unfold the program into an equivalent program where only statements that have an impact w.r.t. the abstract domain are combined with the semantic data flow w.r.t. the same domain.

### 5. Dependence Condition Graph (DCG)

In this section, we extend the semantics-based abstract PDGs obtained so far into semantics-based abstract Dependence Condition Graphs (DCGs).

The notion of Dependence Condition Graphs (DCGs) is introduced by Sukumaran et al. in [37]. A DCG is built from the PDG by annotating each edge $e = e_{src} \rightarrow e_{tgt}$ in the PDG with information $e^R = (e^A, e^H)$ that captures the conditions under which the dependence represented by that edge is manifest. The first component $e^R$ refers to Reach Sequences, whereas the second component $e^A$ refers to Avoid Sequences. The informal interpretation of $e^A$ is that the conditions represented by it should be true for an execution to ensure that $e_{tgt}$ is reached from $e_{src}$. The Avoid Sequences $e^A$ captures the possible conditions under which the assignment at $e_{src}$ can get over-written before it reaches $e_{tgt}$. The interpretation of $e^H$ is that the conditions represented by it must not hold in an execution to ensure that the variable being assigned at $e_{src}$ is used at
Algorithm 1: REFINE-PDG

**Input:** Program P and an abstract domain ρ

**Output:** Semantics-based Abstract PDG $G_{pdg}^d$ of P w.r.t. ρ

1. FOR each assignment-statement s at program point $p_i$ in P DO
2. FOR all $e_i \in \Sigma_{pdg}^d$ DO
3. Execute s on $e_i$ and determine (whenever it is possible) if it can be considered semantically irrelevant;
4. END FOR
5. END FOR
6. Disregard all the irrelevant assignment-statements from P and generate its relevant version $P_{rel}$;
7. FOR each control-statement in $P_{rel}$ DO
8. Case 1: Repetitive statement “while(cond) then blk$_{while}$”:
   - If the block blk$_{while}$ is semantically irrelevant w.r.t. ρ, replace “while(cond) then blk$_{while}$” in $P_{rel}$ by the statement “while(cond) then skip”;
9. Case 2: Conditional statement “if (cond) then blk$_q$”:
   - If the block blk$_q$ is semantically irrelevant w.r.t. ρ, disregard “if (cond) then blk$_q$” from $P_{rel}$;
10. Case 3: Conditional statement “if (cond) then blk$_q$ else blk$_e$”:
   - Case 3a: Both blk$_q$ and blk$_e$ are semantically irrelevant w.r.t. ρ:
     - Disregard the statement “if (cond) then blk$_q$ else blk$_e$” from $P_{rel}$;
   - Case 3b: Only blk$_e$ is semantically irrelevant w.r.t. ρ:
     - Replace the statement “if (cond) then blk$_q$ else blk$_e$” in $P_{rel}$ by the statement “if (cond) then blk$_q$”;
   - Case 3c: Only blk$_q$ is semantically irrelevant w.r.t. ρ:
     - Replace the statement “if (cond) then blk$_q$ else blk$_e$” in $P_{rel}$ by the statement “if (cond) then skip else blk$_e$”;
12. END FOR
13. Compute abstract semantic data dependences for all expressions in $P_{rel}$ w.r.t. ρ by following the algorithm of Mastroeni and Zanardini;
14. Construct PDG from $P_{rel}$ by using only the relevant statements and relevant data dependences w.r.t. ρ, as obtained in previous steps;

![Fig. 4. Algorithm to generate semantics-based abstract PDG.](image-url)

**Example 5.** Consider the edge $2 \xrightarrow{x} 8$ in the semantics-based abstract PDG of Fig. 3. For this edge, we see that node 8 does not post-dominate the node 2. Thus, the reach sequence for the edge is $(2 \xrightarrow{x} 8)^R = \{1 \xrightarrow{true} 6 \xrightarrow{true} 8\}$. This means that the condition at 6 must be true in the execution trace to ensure that both 2 and 8 are executed, and the data $x$ assigned at 2 can reach 8. For the edge $2 \xrightarrow{\phi} \phi$, the reach sequence $(2 \xrightarrow{\phi})^R$ is empty, meaning that no condition has to satisfy for the $x$ assigned at 2 to reach $\phi$, because $\phi$ post-dominate 2 and once 2 is executed $\phi$ is also executed. To compute the avoid sequences for the edge $2 \xrightarrow{\phi} \phi$, we consider two data dependence edges $e_1 = 2 \xrightarrow{x} \phi$ and $e_2 = 8 \xrightarrow{\phi} \phi$ with $\phi$ as target. By following the algorithm of [37], we get the avoid sequences $(2 \xrightarrow{\phi})^R = \{1 \xrightarrow{true} 6 \xrightarrow{true} 8\}$. This reflects the fact that the “if” condition at 6 must be false in order to guarantee that the definition of $x$ at 2 is not re-defined at 8 and can reach $\phi$. Table 1 depicts the DCG annotations for all DDG edges of the semantics-based abstract PDG in Fig. 3.

Sukumaran et al. [37] described the semantics of DCG annotations in terms of execution semantics of the program over the concrete domain.

Below, we first define the abstract semantics of DCG annotations in an abstract domain. Then, we propose a refinement of the DCGs by removing semantically unrealizable dependences from them under their abstract semantics.

**Abstract semantics of $e^b \triangleq (e^R, e^A)$**

The program executions are recorded in finite or infinite sequences of states over a given set of commands, called traces. An execution trace $\psi$ of a program $P$ over an abstract domain $\rho$ is a (possibly infinite) sequence $(\langle p_i, \epsilon_{p_i} \rangle)_{i \geq 0}$ where $\epsilon_{p_i}$ represents the abstract data state at the entry of the statement at program point $p_i$ in P. We use the notion “$t : (p_i, \epsilon_{p_i})$” to denote that $(p_i, \epsilon_{p_i})$ is the $t$-th element in the sequence $\psi$. The trace $\psi$ holds the following conditions:

1. The first abstract state in the sequence is $(p_0, \epsilon_{p_0})$ where $p_0$ = “start” and $\epsilon_{p_0}$ is the initial abstract data state.
2. Each state $(p_i, \epsilon_{p_i})$, $i = 1, 2, 3, \ldots$ is the successor of the previous state $(p_{i-1}, \epsilon_{p_{i-1}})$.
3. The last abstract state in the sequence $\psi$ of length $\#\psi = m$, if it exists, is $(p_m, \epsilon_{p_m})$ where $p_m$ = “stop”.

Table 1

<table>
<thead>
<tr>
<th>e</th>
<th>(e^b)</th>
<th>(e^A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 (\rightarrow) 6</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>3 (\rightarrow) 6</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>2 (\rightarrow) 8</td>
<td>1 (\text{true}) 6 (\text{true}) 8</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>2 (\times) 9</td>
<td>1 (\text{false}) 6 (\text{false}) 9</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>4 (\times) 9</td>
<td>1 (\text{true}) 6 (\text{false}) 9</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>2 (\rightarrow) (\phi)</td>
<td>(\emptyset)</td>
<td>1 (\text{true}) 6 (\text{false}) 8</td>
</tr>
<tr>
<td>8 (\times) (\phi)</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>5 (\times) (\phi)</td>
<td>(\emptyset)</td>
<td>1 (\text{true}) 6 (\text{false}) 9</td>
</tr>
<tr>
<td>9 (\times) (\phi)</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>(\phi \times) 11</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
</tr>
</tbody>
</table>

Note that the DCG nodes corresponding to the statements at program points \(p_i\) are labeled by \(p_i\). We denote the control dependence edge (CDG edge) in DCG by \(e = p_i \xrightarrow{\text{lab}} p_j\), where the node \(p_i\) corresponds to the conditional or repetitive statement containing the condition \(p_i\.\text{cond}\) and the label \(\text{lab}\) associated with \(e\) represents the truth value (either true or false). We denote the data dependence edge (DDG edge) in DCG by \(e = p_i \rightarrow_{\text{lab}} p_j\), where \(x\) is the data defined by the statement corresponding to the node \(p_i\).

We now define the semantics of the annotations \(e^b = (e^b, e^A)\) on dependence edges \(e\) in DCG in terms of the execution traces \(\psi\) over an abstract domain \(\rho\).

**Definition 6** (Execution Satisfying \(e^b\) for a CDG Edge \(e\) at Index \(i\)). An execution trace \(\psi\) over an abstract domain \(\rho\) is said to satisfy \(e^b\) at index \(i\) for a CDG edge \(e = p_i \xrightarrow{\text{lab}} p_j\) (written as \(\psi \vdash^b_i e\)) if the following conditions hold:
- \(e^b = (e^b, e^A)\) is \(\langle \{e\}, \emptyset \rangle\), and
- \(\psi\) contains \(i : (p_i, \epsilon_{p_i})\) such that \([p_i\.\text{cond} = \text{lab}] (e_{p_i})\) yields either to “true” or to the logic value “unknown” (meaning possibly true or possibly false).

**Definition 7** (Execution Satisfying \(e^b\) for a CDG Edge \(e\)). An execution trace \(\psi\) over an abstract domain \(\rho\) satisfying \(e^b\) for a CDG edge \(e = p_i \xrightarrow{\text{lab}} p_j\) (written as \(\psi \vdash^b \) e) is defined as:

\[
\psi \vdash^b e \triangleq \exists i : \psi \vdash^b_i e
\]

**Definition 8** (Execution Satisfying \(e^A\) for a DDG Edge \(e\) at \(i\)). An execution trace \(\psi\) over an abstract domain \(\rho\) is said to satisfy \(e^A\) at index \(i\) for a DDG edge \(e = p_i \rightarrow_{\text{lab}} p_j\) (written as \(\psi \vdash^A_i e\)) if the following conditions hold:
- The trace \(\psi\) contains \(i : (p_i, \epsilon_{p_i})\), and
- Either \(e^A = \emptyset\) or for each \((p_{i_1} \xrightarrow{\text{lab}_{i_1}} p_{i_2} \xrightarrow{\text{lab}_{i_2}} \ldots p_{i_n} \xrightarrow{\text{lab}_{i_n}} p_j) \in e^A\), where \(p_{i_1}, p_{i_2}, \ldots, p_{i_n}\) correspond to conditional statements, the trace \(\psi\) contains \(i_k : (p_{i_k}, \epsilon_{p_{i_k}})\) for \(k = 1, \ldots, n\) and \(i_1 < i < i_2 < \ldots < i_n\) and \(\land_{1 \leq k \leq n} [p_{i_k}\.\text{cond} = \text{lab}_{i_k}] (e_{p_{i_k}})\) yields to “true” or “unknown”.

**Definition 9** (Execution Satisfying \(e^A\) for a DDG Edge \(e\) at \(i\)). An execution trace \(\psi\) over an abstract domain \(\rho\) is said to satisfy \(e^A\) at index \(i\) for a DDG edge \(e = p_i \rightarrow_{\text{lab}} p_j\) (written as \(\psi \vdash^A_i e\)) if \(\psi\) contains \(i : (p_i, \epsilon_{p_i})\), and for each \((p_{i_1} \xrightarrow{\text{lab}_{i_1}} p_{i_2} \xrightarrow{\text{lab}_{i_2}} \ldots p_{i_n} \xrightarrow{\text{lab}_{i_n}} p_j) \in e^A\) the subtrace \(\psi'\) of \(\psi\) from the index \(i\) to the next occurrence of \((p_j, \epsilon_{p_j})\) (or, if \((p_j, \epsilon_{p_j})\) does not occur then \(\psi'\) is the suffix of \(\psi\) starting from \(i\)), satisfies exactly one of the following conditions:
- \(\psi'\) does not contain \((p_{i_k}, \epsilon_{p_{i_k}})\) for \(1 \leq k \leq n\), or
- \(\exists k : 1 \leq k \leq n: \psi'\) contains \((p_{i_k}, \epsilon_{p_{i_k}})\) such that \([p_{i_k}\.\text{cond} = \text{lab}_{i_k}] (e_{p_{i_k}})\) yields to false.

**Definition 10** (Execution Satisfying \(e^b\) for a DDG Edge \(e\) at \(i\)). An execution trace \(\psi\) over an abstract domain \(\rho\) satisfying \(e^b\) at index \(i\) for a DDG edge \(e = p_i \rightarrow_{\text{lab}} p_j\) (written as \(\psi \vdash^b_i e\)) is defined as:

\[
\psi \vdash^b_i e \triangleq (\psi \vdash^A_i e) \land (\psi \vdash^A_i e).
\]
where in each state of $x$ component represents abstract values of $\psi$ 1 to 4 is implicitly "true" irrespective of the states at 1. We have $\psi \vdash_p e$ if the abstract value of $x$ computed at $p_1$ reaches the next occurrence of $p_1$ in $\psi$.

**Proof.** See [16].  

**Example 6.** Consider the program $P$ and its PDG depicted in Fig. 5(a) and (b) respectively. The set of program variables in $P$ is $\text{VAR} = \{x, y\}$. Consider the DDG edge $e = 2 \xrightarrow{x} \phi$. By following the algorithm in [37], we get $e^b = \{1 \rightarrow 4 \rightarrow 5 \rightarrow 6\}$ and $e^A = \{1 \rightarrow 4 \rightarrow 5 \rightarrow 6\}$. The DCG annotations over the DDG edges are shown in Fig. 5(c).

Consider the abstract domain $\text{SIGN}$. The initial state of $P$ is defined by $\langle \text{start} , \epsilon_{\text{start}} \rangle = \langle \text{start} , (\bot, \bot) \rangle$ where $\epsilon_{\text{start}} = (\bot, \bot)$ are the initial abstract values for $x, y \in \text{VAR}$ respectively. Consider the execution trace

$$\psi = \iota_1 : (1, (\bot, \bot)) \iota_2 : (2, (\bot, \bot)) \iota_3 : (3, (+, \bot)) \iota_4 : (4, (+, -)) \iota_5 : (5, (+, -)) \iota_6 : (6, (+, -)) \iota_7 : (7, (+, -)) \iota_8 : (8, (+, -))$$

where in each state of $\psi$ the first component represents program point of the corresponding statement and the other component represents abstract values of $x$ and $y$ respectively. Note that the condition from the statement at program point 1 to 4 is implicitly "true" irrespective of the states at 1. We have $\psi \vdash_p^R (2 \xrightarrow{x} \phi)$ because

- $\psi$ contains the entry $\iota_2 : (2, (\bot, \bot))$ corresponding to the statement 2 at index $\iota_2$, and
- $\psi$ is of the form $\psi = \iota_1 : (1, (\bot, \bot)) \iota_2 : (2, (\bot, \bot)) \ldots \iota_4 : (4, (+, -)) \ldots \iota_6 : (6, (+, -)) \ldots \iota_8 : (8, (+, -))$ for 1 \rightarrow 4 \rightarrow \phi \in (2 \xrightarrow{x} \phi)^R$ such that $\text{true}[(1. \text{cond})] = \text{true}[(\bot, \bot)]$ and $\text{true}[(4. \text{cond})] = \text{true}[(+,-)]$ are evaluated to "true".

Similarly, $\psi \vdash_p^A (2 \xrightarrow{x} \phi)$, because for $1 \rightarrow 4 \rightarrow 5 \rightarrow 6 \in (2 \xrightarrow{x} \phi)^A$ the sub-trace of $\psi$ contains the entry $\iota_5 : (5, (+, -))$ such that $\text{true}[(5. \text{cond})] = \text{true}[(+,-)]$ is "false".

As $\psi \vdash_p^R (2 \xrightarrow{x} \phi)$ and $\psi \vdash_p^A (2 \xrightarrow{x} \phi)$, we can say $\psi \vdash_p^\text{SIGN} (2 \xrightarrow{x} \phi)$ meaning that in $\psi$ the sign of $x$ defined at program point 2 reaches program point $\phi$, and it is not changed or overwritten by the intermediate statement 6.
Abstract semantics of dependence paths in DCGs

The final step, in order to combine Dependence Condition Graphs with abstract semantics-based Program Dependence Graphs, is to define the abstract semantics of the dependence paths in a Dependence Condition Graph.

Given a program \( P \) and its DCG, we consider dependence paths in this graph. First we define the \( \phi \)-sequence and then the semantics of a dependence path over an abstract domain \( \rho \).

Definition 12 (PhiSeqs). A \( \phi \)-sequence \( \eta_\phi \) is a DDG path of the form: \( n_1 \rightarrow \phi_1 \rightarrow \phi_2 \rightarrow \cdots \rightarrow \phi_k \rightarrow n_2 \), where \( n_1 \) and \( n_2 \) are nodes of the program and all the \( \phi_i \) (\( 1 \leq i \leq k \)) are \( \phi \)-nodes (that correspond to assignments to the same variable along different paths). Observe that all edges on a \( \phi \)-sequence will be labeled with the same variable.

Consider an arbitrary dependence path \( \eta = e_1 e_2 \ldots e_n \) in DCG representing a chain of dependences. To satisfy \( \eta \) by an execution trace \( \psi \) over an abstract domain \( \rho \), we need to satisfy the annotations \( e^\rho \) of each edge \( e_i \), \( i \in [1..n] \), at some \( \iota_i \) (i.e., \( \psi \vdash^\rho e_i \)) such that the execution sub-traces of \( \psi \) corresponding to the \( e_i \) are contiguous.

Definition 13 (Evidence). For an execution trace \( \psi \) over an abstract domain \( \rho \) and a dependence edge \( e \), s.t. \( \psi \vdash^\rho e \), evidence(\( \psi \), \( e \), \( \iota \)) = \( i' \) where \( i' \) is the index of the first occurrence of (\( e \),tgt, \( - \)) in \( \psi \) from index \( \iota \).

Definition 14 (Execution Satisfying a Dependence Path). A series of program dependencies represented by a dependence path \( \eta = e_1 e_2 \ldots e_n \) is said to be satisfied by an execution \( \psi \) over an abstract domain \( \rho \) (written as \( \psi \vdash^\rho \eta \)) if

\[
\forall 1 \leq i \leq n: \text{evidence}(\psi, e_i, \iota_i) = i_{i+1}. 
\]

Theorem 5.2. Given a \( \phi \)-sequence \( \eta_\phi = e_1 e_2 \ldots e_n \) and the execution trace \( \psi \) over an abstract domain \( \rho \), the trace \( \psi \) satisfies \( \eta_\phi \) (denoted \( \psi \vdash^\rho \eta_\phi \)) iff the abstract value computed at \( e_1 \),src reaches \( e_n \),tgt in \( \psi \) along the execution path that satisfies \( \eta_\phi \).

Proof. See [16]. □

Example 7. Consider the dependence path \( \eta = 2 \xrightarrow{\phi} 6 \xrightarrow{\phi} 7 \) in the graph of Fig. 5, and the following execution trace over the abstract domain SIGN:

\[
\psi = \iota_1: (1, (\bot, \bot)) \iota_2: (2, (\bot, \bot)) \iota_3: (3, (+, +)) \iota_4: (4, (+, +)) \iota_5: (5, (+, +)) \iota_6: (6, (+, +)) \iota_7: (\phi, (+, +)) \iota_8: (7, (+, +)) \iota_9: (8, (+, +)).
\]

The trace \( \psi \) satisfies \( e^\rho \) for all the edges \( 2 \xrightarrow{\phi} 6 \xrightarrow{\phi} 7 \) of \( \eta \), and the sub-traces of \( \psi \) that satisfy these edges are contiguous, that is,

- \( \psi \vdash^\text{SIGN}_{\iota_2} (2 \xrightarrow{\phi} 6) \) and evidence(\( \psi \), \( 2 \xrightarrow{\phi} 6 \), \( \iota_2 \)) = \( \iota_6 \),
  where \( 1 \rightarrow 4 \rightarrow 5 \rightarrow 6 \in (2 \xrightarrow{\phi} 6)^4 \) and \( (2 \xrightarrow{\phi} 6)^4 = \emptyset \) and \( \psi \) is of the form \( \iota_1: (1, (\bot, \bot)) \iota_2: (2, (\bot, \bot)) \ldots \iota_4: (4, (+, +)) \iota_5: (5, (+, +)) \iota_6: (6, (+, +)) \ldots \) such that \( \|1.\text{cond} = \text{true}\| \leq (\bot, \bot) \), \( \|4.\text{cond} = \text{true}\| (+, +) \) are evaluated to “true” and \( \|5.\text{cond} = \text{true}\| (+, +) \) is evaluated to “unknown”.

- \( \psi \vdash^\text{SIGN}_{\iota_4} (6 \xrightarrow{\phi}) \) and evidence(\( \psi \), \( 6 \xrightarrow{\phi} \), \( \iota_4 \)) = \( \iota_7 \),
  where \( (6 \xrightarrow{\phi})^4 = \emptyset \) and \( (6 \xrightarrow{\phi})^4 = \emptyset \) and \( \psi \) is of the form \( \iota_5: (6, (+, +)) \iota_7: (\phi, (+, +)) \ldots \).

- \( \psi \vdash^\text{SIGN}_{\iota_7} (\phi \xrightarrow{\phi} 7) \) and evidence(\( \psi \), \( \phi \xrightarrow{\phi} 7 \), \( \iota_7 \)) = \( \iota_8 \),
  where \( (\phi \xrightarrow{\phi} 7)^4 = \emptyset \) and \( (\phi \xrightarrow{\phi} 7)^4 = \emptyset \) and \( \psi \) is of the form \( \iota_7: (\phi, (+, +)) \iota_8: (7, (+, +)) \ldots \).

Thus, we can say that the dependence path \( \eta \) is satisfied by \( \psi \) over the abstract domain SIGN i.e. \( \psi \vdash^\rho \eta \).

Satisfiability of dependence paths with semantic relevancy

Let \( \eta \) be a dependence path in a DCG. Suppose an execution trace \( \psi \) over an abstract domain \( \rho \) satisfies \( \eta \) (denoted \( \psi \vdash^\rho \eta \)). If we compute semantic relevancy w.r.t. \( \rho \) and we disregard the irrelevant entries from both \( \eta \) and \( \psi \), we see that the satisfiability of the refined path is also preserved, as depicted in Theorem 5.3.

Theorem 5.3. Given a program \( P \) and its DCG \( G_{dcg} \). Let \( \psi \) be an execution trace of \( P \) over an abstract domain \( \rho \), and \( \eta = e_1 e_2 \ldots e_i e_{i+1} \ldots e_n \) be a dependence path in \( G_{dcg} \) where \( e_i : p_i \xrightarrow{\phi} p_i + e_{i+1} : p_j \xrightarrow{\phi} p_k \) (\( e_i \) and \( e_{i+1} \) are contiguous). Suppose removal of the element corresponding to irrelevant statement at \( p_j \) w.r.t. \( \eta \) from \( \psi \) and \( \psi \) yield to a dependence path \( \eta' = e_1 e_2 \ldots e_q \ldots e_n \), where \( e_q : p_i \xrightarrow{\phi} p_k \), and a trace \( \psi' \) respectively. Then,

\[ \text{if } \psi \vdash^\rho \eta \text{, then } \psi' \vdash^\rho \eta'. \]
1. start
2. \( x = \text{input}; \)
3. \( y = \text{input}; \)
4. if\((x > 0)\) {
5. \( \text{print}(x); \}
6. stop

(a) \( P'_{\text{ssa}} \): after computing Semantic Relevancy of \( P_{\text{ssa}} \) w.r.t. \( \text{SIGN} \).

<table>
<thead>
<tr>
<th>( e )</th>
<th>( e^s )</th>
<th>( e^a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2 \rightarrow 7 )</td>
<td>( 1 \rightarrow 4 )</td>
<td>( 4 \rightarrow 7 )</td>
</tr>
<tr>
<td>( 2 \rightarrow 4 )</td>
<td>( \emptyset )</td>
<td>( \emptyset )</td>
</tr>
</tbody>
</table>

(c) DCG annotations \((e^s, e^a)\) for the DDG edges \( e \) of \( G'_{\text{pdg}} \).

(b) \( G'_{\text{pdg}} \): PDG of \( P'_{\text{ssa}} \).

Fig. 6. Program \( P'_{\text{ssa}} \) and its DCG after relevancy computation.

Proof. See [16]. □

Example 8. Look at Fig. 5 and consider the dependence path \( \eta = 2 \rightarrow x \rightarrow 6 \rightarrow x \rightarrow \phi \rightarrow 7 \) and the following execution trace over the abstract domain \( \text{SIGN} \):

\[
\psi = t_1 : \{ 1, (\bot, \bot) \}, \ t_2 : \{ 2, (\bot, \bot) \}, \ t_3 : \{ 3, (\bot, \bot) \}, \ t_4 : \{ 4, (\bot, \bot) \}, \ t_5 : \{ 5, (\bot, \bot) \}, \\
\ t_6 : \{ 6, (\bot, \bot) \}, \ t_7 : \{ 8, (\bot, \bot) \}.
\]

Note that \( \psi \vdash_{\text{SIGN}} \eta \), as already shown in Example 7.

Fig. 6(a) and 6(b) depict the program \( P'_{\text{ssa}} \) and its PDG \( G'_{\text{pdg}} \), which are obtained after computing semantic relevancy w.r.t. \( \text{SIGN} \). Observe that in \( P_{\text{ssa}} \), the statement at program point 6 is irrelevant w.r.t. \( \text{SIGN} \). Therefore, we can remove the conditional statement at 5 and the \( \phi \) statement, because after removing statement 6 the corresponding “if” block becomes semantically irrelevant and the SSA function \( f \) is not necessary anymore, as \( x \) has just a single definition. The DCG annotations over the DDG edges of \( G'_{\text{pdg}} \) are shown in Fig. 6(c).

After removing the irrelevant entries from \( \eta \) and \( \psi \), we get the dependence path \( \eta' = 2 \rightarrow x \rightarrow 7 \), and the execution trace \( \psi' \) as follows:

\[
\psi' = t_1 : \{ 1, (\bot, \bot) \}, \ t_2 : \{ 2, (\bot, \bot) \}, \ t_3 : \{ 3, (\bot, \bot) \}, \ t_4 : \{ 4, (\bot, \bot) \}, \ t_5 : \{ 7, (\bot, \bot) \}, \\
\ t_6 : \{ 8, (\bot, \bot) \}.
\]

Now, let us show that \( \psi' \vdash_{\text{SIGN}} \eta' \).

In \( \eta' \), for the edge \( 2 \rightarrow x \rightarrow 7 \), the statement at 7 does not post-dominate the statement at 2. The Reach Sequences and the Avoid Sequences for the edge \( e = 2 \rightarrow x \rightarrow 7 \) are \( (2 \rightarrow x \rightarrow 7)^R \) = \( \{ 1 \rightarrow \text{true} \rightarrow 4 \rightarrow \text{true} \rightarrow 7 \} \) and \( (2 \rightarrow x \rightarrow 7)^A \) = \( \emptyset \) respectively. For \( 1 \rightarrow \text{true} \rightarrow 4 \rightarrow \text{true} \rightarrow 7 \in (2 \rightarrow x \rightarrow 7)^R : \{ \text{true} \} \), \( 4 \rightarrow \text{true} \rightarrow 7 \in (2 \rightarrow x \rightarrow 7)^R : \{ \text{true} \} \), \( 1 \rightarrow \text{true} \rightarrow 4 \rightarrow \text{true} \rightarrow 7 \) \( \notin (2 \rightarrow x \rightarrow 7)^A \).

The Avoid Sequence behaves similarly, yielding to \( \psi' \vdash_{\text{SIGN}} \eta' \).

5.1. Refinement into semantics-based abstract DCG

Given a DCG, we can refine it into more precise semantics-based abstract DCG by removing from it all the semantically unrealizable dependences where conditions for a control dependence never be satisfiable or data defined at a source node can never be reachable to a target node in all possible abstract execution traces. The notion of semantically unrealizable dependence path is defined in Definition 15.

Definition 15 (Semantically Unrealizable Dependence Path). Given a DCG \( \text{Dcg} \) and an abstract domain \( \rho \). A dependence path \( \eta \in \text{Dcg} \) is called semantically unrealizable in the abstract domain \( \rho \) if \( \forall \psi : \psi \vdash^\rho \eta \), where \( \psi \) is an abstract execution trace.

The refinement algorithm of a DCG from syntactic to semantic one is depicted in Fig. 7. Step 2 says that if the condition on which a node \( q \) is control-dependent, never be satisfied by any of the execution traces, then the node and all its associated dependences are removed. In that case, if \( q \) is a control node, we remove all the nodes transitively control-dependent on \( q \).
Slicing algorithm generated only for the input(s) of interest of the program, whereas in case of dynamic slicing or other forms of slicing the checking is performed against the traces.

Consider the graph in Fig. 9(a) showing a portion of DCG with three nodes. Suppose, $\eta_1 = \{ sdcg \rightarrow x \rightarrow \phi_1 \rightarrow x \rightarrow 3 \}$, $\eta_2 = \{ y \rightarrow x \rightarrow \phi_1 \rightarrow x \rightarrow 2 \rightarrow 5 \}$, and $\eta_3 = \{ y \rightarrow x \rightarrow \phi_1 \rightarrow x \rightarrow \phi_2 \rightarrow x \rightarrow 2 \rightarrow 7 \}$. During refinement of a DCG in the algorithm REFINE-DG, we cannot remove the dependence edge $x \rightarrow \phi_1$ because there is one semantically realizable $\phi$-sequence $\phi_1$ from node 1.

Given a slicing criterion $C$, in algorithm GEN-SLICE, suppose the sub-DCG generated after applying $C$ does not include the node 3, as depicted in Fig. 9(b). Now if we apply step 5 on the sub-DCG, we see that all the $\phi$-sequences emerging from node 1 ($\phi_2$ and $\phi_3$) are not semantically realizable. Therefore, we can remove the edge $x \rightarrow \phi_1$ from it as depicted in Fig. 9(c).

The further application of the slicing criterion $C$ (in step 6) on this refined sub-DCG generate a slice that does not include the statement corresponding to the node 1 any more.
Algorithm 3: GEN-SLICE

**Input:** Program $P$ and an abstract slicing criterion $(p, v, \rho)$

**Output:** Abstract Slice w.r.t. $(p, v, \rho)$

1. Generate a semantics-based abstract PDG $G_{pdg}^{r,d}$ from the program $P$ by following the algorithm REFINE-PDG.
2. Convert $G_{pdg}^{r,d}$ into the corresponding DCG $G_{dcg}$ by computing annotations over all the data/control edges of it.
3. Generate a semantics-based abstract DCG $G_{dcg}^s$ from $G_{dcg}$ by following the algorithm REFINE-DCG.
4. Apply the criterion $(p, v)$ on $G_{dcg}^s$ by following PDG-based slicing techniques [31] and generate a sub-DCG $G_{dcg}$ that includes the node corresponding to the program point $p$ as well.
5. Refine $G_{dcg}$ into a more precise one $G_{dcg}'$ by performing the following operation for all nodes $q \in G_{dcg}$:
   \[ \forall \eta_\phi = (q \xrightarrow{\phi_1} \ldots \xrightarrow{\phi_j} p_i) \text{ and } \forall \psi: \text{if } \psi \not\vdash \eta_\phi \text{, then remove the edge } q \xrightarrow{\phi_1} \text{ from } G_{dcg}. \]
6. Apply again the criterion $(p, v)$ on $G_{dcg}'$ that results in the desired slice.

**Fig. 8.** Slicing algorithm.

(a) A part of a DCG containing three $\phi$-sequences.

(b) Sub-DCG after applying slicing criterion $C$.

(c) Refinement of Sub-DCG.

**Fig. 9.** Refinement of sub-DCG during slicing.

7. Illustration of the proposal with an example

In this section, we illustrate the proposed slicing technique with an example by showing the combination of all the phases of computation (statement relevancy, semantic data dependences, conditional dependences and slicing) step by step. We
show that our proposal results in a more precise slice (according to Definition 1) than the one proposed by Mastroeni and Zanardini [28].

Example 9. Consider the program $P$ and the corresponding traditional Program Dependence Graph ($G_{pdg}$) for its SSA correspondent code, as depicted in Fig. 10.

Suppose, we are interested only in the sign of the program variables and the abstract domain $SIGN$ is represented by $SIGN = \{⊥, +, 0, −, 0^+, 0^−, ⊤\}$ where $0^+$ denotes $\{x \in \mathbb{Z}: x \geq 0\}$, $0^−$ denotes $\{x \in \mathbb{Z}: x \leq 0\}$, and $\mathbb{Z}$ is the set of integers. Consider the abstract slicing criterion $(13, y, SIGN)$ where 13 is the program point and $y$ is the variable used at 13.

Computation of Statement Relevancy. At program point 9, the variable $x$ may have any abstract value from the set $\{+, 0, −\}$. Since the abstract evaluation of the assignment statement $x_3 = x_2 \times 2$ at 9 does not change the sign property of $x$, the statement at 9 is irrelevant w.r.t. $SIGN$. After disregarding the node corresponding to this statement from the syntactic PDG $G_{pdg}$, we get a refined semantics-based abstract PDG $G'_{pdg}$ depicted in Fig. 11.
Computation of semantic data dependences. The computation of semantic data dependences [28] for all expressions in $P_{ssa}$ w.r.t. SIGN reveals the fact that there is no semantic data dependence between $y_4$ and $w$ at statement 12, as “$4w \mod 2$” always yields to 0. Therefore, by disregarding the corresponding data dependence edge $5 \rightarrow 12$ from $G_{pdg}$ obtained in previous phase, we get a more refined semantics-based abstract PDG $G'_{pdg}$ depicted in Fig. 12.

Computation of conditional dependences. Given a semantics-based abstract PDG $G'^{c.d}_{pdg}$ obtained so far, we can easily convert it into the corresponding DCG $G_{dcg}$ depicted in Fig. 13(a). Let us consider the node 4 and its associated $\phi$-sequence $\eta_\phi = 4 \rightarrow \phi_1 \rightarrow \phi_3 \rightarrow 13$ in $G_{dcg}$ representing the flow of definition at 4 to 13. Since the abstract values of $x$ may have any value from the set $\{+ , 0 , -\}$ at program point 3, there is no such execution trace $\psi$ over the abstract domain SIGN that can avoid both $(4 \rightarrow \phi_1)^A = \{1 \rightarrow \text{true} \rightarrow 6 \rightarrow \text{true} \rightarrow 7\}$ and $(\phi_1 \rightarrow \phi_3)^A = \{1 \rightarrow \text{true} \rightarrow 8 \rightarrow \text{false} \rightarrow 11 \rightarrow \text{true} \rightarrow 12\}$ simultaneously. For all execution traces over the abstract domain of sign, at least one of the conditions among $6 \rightarrow \text{true} \rightarrow 7$ and $11 \rightarrow \text{true} \rightarrow 12$ must be satisfied. This means that the definition at 4 is over-written either by 7 or by 12 or by both, and can never reach 13. In short, $\eta_\phi$ is semantically unrealizable i.e. $\forall \psi : \psi \not\models^{SIGN} \eta_\phi$.

Therefore, if we execute the algorithm REFINE-DCG on $G_{dcg}$, since no semantically realizable $\phi$-sequence exists from the node 4 to any target node $t$ such that $y$ defined at 4 can reach $t$, we remove the edge $4 \rightarrow \phi_1$ from $G_{dcg}$, resulting in a more precise semantics-based abstract DCG $G_s^{dcg}$ as depicted in Fig. 13(b).
Slicing w.r.t. \( \langle 13, y, \text{SIGN} \rangle \). Given the semantics-based abstract DCG \( G_{\text{d}} \) in Fig. 13(b). We apply PDG-based backward slicing technique \([31]\) on it w.r.t. \( \langle 13, y \rangle \) and generate a sub-DCG \( G_{\text{d}} \) as depicted in Fig. 14(a). Observe that we cannot refine it anymore. Therefore, slicing of \( G_{\text{d}} \) again w.r.t. \( \langle 13, y \rangle \) yields a slice shown in Fig. 14(b).
Observe that if we apply only the slicing technique of Mastroeni and Zanadini [28] on the program $P$, we get the slice depicted in Fig. 15. According to the Definition 1, the slice obtained in Fig. 14(b) is more precise than Mastroeni and Zanadini’s one obtained in Fig. 15.

8. Soundness and complexity analysis

In this section, we prove that the abstract semantic relevancy computation is sound, and we perform the complexity analysis of the proposed slicing technique.

8.1. Semantic relevancy: Soundness

When we lift the semantics-based program slicing from the concrete domain to an abstract domain, we are losing some information about the states occurring at different program points in $P$. Thus, some relevant statements at the concrete level may be treated as irrelevant in an abstract domain as they do not have any impact on the property observed through the abstract domains.

In order to prove the soundness of the abstract semantic relevancy of statements, we need to show that if any statement $s$ at program point $p$ in the program $P$ is irrelevant w.r.t. an abstract property $\rho$, then the execution of $s$ over all the concrete states possibly reaching $p$ does not change the property $\rho$ of the variables in those concrete states.

**Theorem 8.1 (Soundness).** If a statement $s$ at program point $p$ in the program $P$ is semantically irrelevant w.r.t. an abstract property $\rho$, then $s$ is semantically irrelevant with respect to the concrete property $\omega$ defined by: $\omega \triangleq \forall \sigma \in \Sigma_{p}, \forall x_i \in \text{VAR} : \rho(\sigma[x_i]) = \rho((S[s][\sigma])(x_i))$.

**Proof.** Given an abstract domain $\rho$ on values, the set of abstract states is denoted by $\Sigma^{\rho}$ whose elements are tuples $\epsilon = (\rho(v_1), \ldots, \rho(v_k))$ where $v_i = \sigma(x_i)$ for $x_i \in \text{VAR}$ being the set of program variables.
Let $\sigma = (v_1, \ldots, v_k) \in \Sigma$ and $\epsilon = (\rho(v_1), \ldots, \rho(v_k)) \in \Sigma^\rho$. Observe that since $\forall x_i \in \text{VAR} : \sigma(x_i)$ is a singleton and $\rho$ is partitioning, each variable $x_i$ will have the atomic property obtained from the induced partition $\Pi(\rho)$ [28]. The concretization of the abstract state $\epsilon$ is represented by $\gamma(\epsilon) = \{(u_1, \ldots, u_k) \mid \forall i. u_i \in \rho(v_i)\}$. We denote the $j$th concrete state in $\gamma(\epsilon)$ by the notation $(u_1, \ldots, u_k)$ and we denote by $u_i^j$ the elements of that tuple.

As $\mathbb{S}[s]^{\rho}(\epsilon)$ is defined as the best correct approximation of $\mathbb{S}[s]$ on the concrete states in $\gamma(\epsilon)$, we get:

$$\mathbb{S}[s]^{\rho}(\epsilon) = \rho \left( \bigcup_{j \in [1..|\gamma(\epsilon)|]} \{ \mathbb{S}[s] \{u_1, \ldots, u_k\} \} \right)$$

$$= \rho \left( \bigcup_{j \in [1..|\gamma(\epsilon)|]} \{ u_1^j \ldots, u_k^j \mid \mathbb{S}[s] \{u_1, \ldots, u_k\} = \{u_1^j, \ldots, u_k^j\} \} \right)$$

where $u_i^j$ denotes the concrete value of the $i$th variable $x_i \in \text{VAR}$ in the state obtained after the execution of the statement $s$ over the $j$th concrete state in $\gamma(\epsilon)$. Observe that the later equality relies on the distributivity of $\rho$, that comes from the assumption of the atomicity of abstract domain obtained from induced partitioning.

From the definition of abstract irrelevancy of a statement $s$ at program point $p \text{ w.r.t.} \text{ abstract property } \rho$, we get

$$\forall \epsilon \in \Sigma^\rho : \mathbb{S}[s]^{\rho}(\epsilon) = \epsilon.$$ 

Therefore,

$$\mathbb{S}[s]^{\rho}(\epsilon) = \rho \left( \bigcup_{j \in [1..|\gamma(\epsilon)|]} \{ u_i^j \} \right) = \epsilon.$$ 

Then, by def. of $\epsilon$,

$$\rho \left( \bigcup_{j \in [1..|\gamma(\epsilon)|]} \{ u_i^j \} \right) = (\rho(v_1), \ldots, \rho(v_k)). \quad (1)$$

And so, by def. of $\gamma(\epsilon)$ we get:

$$\rho \left( \bigcup_{j \in [1..|\gamma(\epsilon)|]} \{ u_i^j \} \right) = \rho \left( \bigcup_{j \in [1..|\gamma(\epsilon)|]} \{ u_i^j \} \right). \quad (2)$$

We already mentioned that given an abstract property $\rho$, since $\forall x_i \in \text{VAR} : \sigma(x_i)$ is a singleton and $\rho$ is a partitioning, each variable $x_i$ will have the property obtained from the induced partition $\Pi(\rho)$ [28]. Thus, $\forall x_i \in \text{VAR} : \rho(\sigma(x_i)) = \rho(v_i)$ is atomic.

Therefore, from Eqs. (1) and (2), we get

$$\forall x_i \in \text{VAR}, \rho \left( \bigcup_{j \in [1..|\gamma(\epsilon)|]} \{ u_i^j \} \right) = \rho(v_i) \quad \text{is atomic.}$$

This allows us to conclude that for each $i$th program variables $x_i \in \text{VAR}$ (where $i \in [1..k]$) in all the $j$th concrete states (where $j \in [1..|\gamma(\epsilon)|]$), the concrete value $u_i^j$ which is obtained after the execution of $s$ over those concrete states have the same property as the concrete value $v_i$ before the execution of $s$. This means that for any irrelevant statement $s$ at program point $p$ in $P \text{ w.r.t.} \text{ abstract property } \rho$, the execution of $s$ over the concrete states possibly reaching $p$ does not lead to any change of the property $\rho$ of the concrete values of the program variables $x_i \in \text{VAR}$ in those concrete states.

Thus, $s$ is semantically irrelevant $w.r.t.$ the concrete property $w \triangleq \forall \sigma \in \Sigma^\rho, \forall x_i \in \text{VAR} : \rho(\sigma(x_i)) = \rho((\mathbb{S}[s]^{\rho})(\sigma))$. $\square$

### 8.2. Complexity analysis

Given an abstract domain $\rho$, our proposal has the following four subsequence steps to obtain an abstract slice $w.r.t.$ a slicing criterion $C$:

1. Compute semantic relevancy of program statements $w.r.t.$ $\rho$.
2. Obtain semantic data dependences of each expression on the variables appearing in it $w.r.t.$ $\rho$.
3. Generation of semantics-based abstract DCG by removing all the unrealizable dependences $w.r.t.$ $\rho$.
4. Finally, slice the semantics-based abstract DCG $w.r.t.$ $C$.

#### 8.2.1. Complexity in computing statement relevancy

To compute semantic relevancy of a statement $s$ at program point $p \text{ w.r.t.} \rho$, we compare each abstract state $\epsilon \in \Sigma^\rho$ with the corresponding state $\epsilon' = \mathbb{S}[s]^{\rho}(\epsilon)$. If $\forall \epsilon \in \Sigma^\rho : \epsilon = \epsilon'$, we say that $s$ is irrelevant $w.r.t.$ $\rho$. 

To obtain all possible abstract states reaching each program point in a program, we compute its abstract collecting semantics.

**Complexity to compute abstract collecting semantics.** Given a set of abstract states $\Sigma^p$ and a set of program points $Label$, the context vector is defined by $Context-Vector^p : Label \rightarrow Context^p$, where $Context^p = \phi(\Sigma^p)$.

The context vector associated with a program $P$ of size $n$ is, thus, denoted by $Cv^p_P = (C_1^p, C_2^p, \ldots, C_n^p)$, where $C_i^p$ is the context associated with program point $i$ in $P$.

Let $F^p_i : Context-Vector^p \rightarrow Context^p$ be a collection of abstract monotone functions. For the program $P$, we therefore have

$$\begin{align*}
C_1^p &= F^p_1(C_1^p, \ldots, C_n^p) \\
C_2^p &= F^p_2(C_1^p, \ldots, C_n^p) \\
&\vdots \\
C_n^p &= F^p_n(C_1^p, \ldots, C_n^p).
\end{align*}$$

Combining the above abstract functions, we get


That is,

$$F^p(C_1^p, \ldots, C_n^p) = (F^p_1(C_1^p, \ldots, C_n^p), \ldots, F^p_n(C_1^p, \ldots, C_n^p)).$$

Each function $F^p_i$ includes the transition function defined as follows:

$$C^p_i = \bigcup_{s_i \in {\text{pred}}(s_i)} \bigcup_{e_j \in C^p_j} S[\ell_j]^{β}(e_j)$$

where, $pred(s_i)$ is the set of predecessors of the statement $s_i$.

Starting from the initial context vector $Cv_P^p = (\bot, \ldots, \bot)$ which is the bottom element of the lattice $L^n$ where $L = (\phi(\Sigma^p), \sqsubseteq, \sqcap, \sqcup, \top, \bot)$, the computation of least fix-point of $F^p$ results in the collecting semantics for $P$. With this collecting semantics, we can easily obtain the abstract states possibly reaching each program point in a program that helps in computing semantic relevancy of all statements w.r.t. $ρ$.

Eq. (3) says that the time complexity of each $F^p_i$ depends on the number of predecessors of $s_i$ and the execution time of $S[\ell_j]^{β}$, assuming the number of possible abstract states appearing at each program point as constant. For a "skip" statement, $S[\ell_j]^{β}$ is constant, whereas for assignment/conditional/repetitive statements, it depends on the execution time for arithmetic and Boolean expressions occurring in those statements. Theoretically, there is no limit to the length of expressions i.e. the number of variables/constants/operations present in the expressions. However, practically, we assume that $β$ is the maximum number of operations (arithmetic or boolean) that can be present in a statement. Assuming the time needed to perform each operation as constant, we get the time complexity of $S[\ell_j]^{β}$ as $O(β)$. Since in a control flow graph the number of predecessors of each $s_i$ is constant, and $F^p$ involves $n$ monotone functions, the time complexity of $F^p$ is $O(βn)$, where $n$ is the number of statements in the program.

The least solution for $F^p$ depends on the number of iterations performed to reach the fix-point. In case of finite height lattice, let $h$ be the height of the context-lattice $L = (\phi(\Sigma^p), \sqsubseteq, \sqcap, \sqcup, \top, \bot)$. The height of $L^n$ is, thus, $nh$ which bounds the number of iterations we perform to reach the fix-point. So the time complexity for $Fix(F^p)$ is $O(n^2 βh)$.

However, for the lattice with infinite height, a widening operation is mandatory [9] and the overall complexity of $Fix(F^p)$ depends on it.

**Complexity to compute statement relevancy.** Once we obtain the collecting semantics for a program $P$ in an abstract domain $ρ$, the time complexity to compute semantic relevancy of each statement depends only on the comparison between the abstract states in the contexts associated with it and in the corresponding contexts of its successors. Any change in the abstract states determines its relevancy w.r.t. $ρ$. For a program with $n$ statements, the time complexity to compute semantic relevancy is, thus, $O(n)$.

### 8.2.2. Complexity in computing semantic data dependences

Mastroeni and Zanardini [28] introduced an algorithm to compute semantic data dependences of an expression on the variables appearing in it. Before discussing the complexity, we briefly mention the algorithm.

Given an expression $e$ and an abstract state $e$, the atomicity condition $A^{U}_e(\epsilon)$ holds iff execution of $e$ over $\epsilon$ i.e. $E[e]^{p}(\epsilon)$ results an atomic abstract value $U$, or there exists a covering $\{\epsilon_1, \ldots, \epsilon_k\}$ of $\epsilon$ such that $A^{U}_{\epsilon_i}(\epsilon_i)$ holds for every $i$.

In order to compute semantic data dependences of an expression $e$ on the variables $\text{var}(e)$ appearing in it, the algorithm calls a recursive function with $X = \text{var}(e)$ as parameter. The recursive function uses an assertion $A^{U}_X(\epsilon, X)$, where $\epsilon$ is an abstract state possibly reaching the statement containing the expression $e$. The assertion $A^{U}_X(\epsilon, X)$ holds iff $\exists U : A^{U}_{\epsilon}(\epsilon)$, or
there exists an X-covering \( \{ \epsilon_1, \ldots, \epsilon_k \} \) of \( e \) such that \( \forall i : A'_i(e, X) \). Intuitively, X-covering is a set of restriction on a state, which do not involve X. If \( A'_i(e, X) \) holds, it implies the non-relevance of X in the computation of \( e \), otherwise for each \( x \in X \) the same is repeated with \( X \setminus x \) as parameter.

Thus, the time complexity to compute semantic data dependences at expression level for the whole program depends on the following factors:

- The time complexity of \( E \subseteq \mathbb{P}^e \): Theoretically there is no limit of the length of expression \( e \) i.e. the no. of variables/constants/operations present in \( e \). However, practically, we assume that \( v \) is the maximum no. of operations (arithmetic or Boolean) that can be present in \( e \). Assuming the time needed to perform each operation as constant, we get the time complexity of \( E \subseteq \mathbb{P}^e \) as \( O(v) \).
- The time complexity of the atomicity condition \( A'_{U}(\epsilon) \): In worst case, the time complexity of \( A'_{U}(\epsilon) \) depends on the time complexity of \( E \subseteq \mathbb{P}^e \) and the number of elements in the covering of \( e \). Let \( a \) be the number of atomic values in the abstract domain \( \rho \). Since the number of elements in a covering depends on the number of atomic values in the abstract domain, the time complexity of \( A'_{U}(\epsilon) \) is \( O(au) \).
- The time complexity of the assertion \( A'_{i}(\epsilon, X) \): In worst case, the time complexity of \( A'_{i}(\epsilon, X) \) depends on the time complexity of atomicity condition \( A'_{U}(\epsilon) \) and the number of elements in the X-covering of \( e \). Thus, the time complexity of \( A'_i(e, X) \) is \( O(a^2v) \).

In the worst case, the recursive function that uses \( A'_i(e, X) \) executes for all subsets of variables appearing in \( e \) i.e. \( \forall X \in \mathcal{P}(\text{VAR}(e)) \). So, it depends on the set of program variables \( \text{VAR} \). Therefore, the time-complexity of the recursive function is \( O(a^2v\text{VAR}) \), where \( \text{VAR} \) is the set of program variables. For a program \( P \) of size \( n \), the number of expressions that can occur in worst case is \( n \). Thus, finally we get the time complexity to compute semantic data dependences for a program \( P \) of size \( n \) is \( O(a^2v\text{VAR}) \).

8.2.3. Complexity to generate semantics-based abstract DCG and slicing based on it

Given a program \( P \) (in IMP language) and its PDG, the time complexity to construct DCG from a PDG is \( O(n) \) [37], where \( n \) is the number of nodes in the PDG. However, to obtain semantics-based abstract DCG \( G'_{\text{dg}} \), from a syntactic DCG \( G_{\text{dg}} \), our algorithm removes all the unrealizable dependences present in \( G_{\text{dg}} \).

To do this, the algorithm checks the satisfiability of the annotations of all the outgoing DDG edges, incoming CDG edge and outgoing \( \phi \)-sequences associated with each node in the DDG against all the abstract execution traces.

For a DCG with \( n \) nodes, the maximum number of edges need to check is \( O(n^2) \). Thus, in case of lattice of finite height \( h \), the worst case time complexity to verify all dependences for their satisfiability against abstract execution traces is \( O(n^2h) \).

As we know that the slicing which is performed by walking a DCG backwards or forwards from the node of interest takes \( O(n) \) [31], the worst case time complexity to obtain DCG-based slicing is, therefore, \( O(n^2h) \).

8.2.4. Overall complexity of the proposal

We may assume that the number of atomic values \( (a) \) present in the abstract domain is constant, and that \( O(\beta) = O(v) = O(\text{VAR}) = O(n) \). Therefore, the overall complexity of our abstract program slicing technique, in case of finite height abstract lattices, is \( O(n^3h) \), where \( n \) is the number of statements in the program and \( h \) is the height of the lattice of context.

9. Towards implementation

In general, the proposed abstract slicing algorithm accepts the following inputs: a program to be sliced, an abstract domain of interest, the types of semantic computations (statement relevancy, semantic data dependences, conditional dependences) to be performed, and the slicing criterion. To implement a slicing tool based on our proposal, we design the following key modules:

1. **ExtractInfo**: The module “ExtractInfo” extracts detailed information about the input programs, i.e. the type of program statements, the controlling statements, the defined variables, the used variables, etc., for all statements in the program, and stores them in a file as an intermediate representation.
2. **FormMatrix**: The module “FormMatrix” generates an incidence matrix for Control Flow Graphs (CFGs) and Program Dependence Graphs (PDGs) of the input programs based on the information extracted by the module “ExtractInfo”.
3. **GenCollectingSemantics** and **GenTraceSemantics**: Given an abstract domain, these modules compute the abstract collecting Semantics and abstract trace semantics of the input programs based on the information extracted by “ExtractInfo” and the CFG generated by “FormMatrix”.
4. **ComputeDCGAnnotations**: This module computes the DCG annotations (Reach Sequences and Avoid Sequences) for all CDG and DDG edges of the PDG based on the information extracted by “ExtractInfo” and the PDG generated by “FormMatrix”.
5. **ComputeSemanticDep**: It computes statement relevancy, semantic data dependences and conditional dependences of the programs under all possible states reaching each program points of the program (collecting semantics) and by computing the satisfiability of DCG annotations under its abstract trace semantics.
Fig. 16 depicts the interaction between different modules mentioned above. Observe that “FormMatrix” generates a syntactic PDG based on which we can perform syntax-driven slicing w.r.t. a criterion, whereas “ComputeSemanticDep” refines the syntactic PDG into a semantics based abstract PDG by computing statement relevancy and semantic data dependences under its abstract collecting semantics, and the conditional dependences based on the satisfiability of DCG annotations under its abstract trace semantics. The tool should be more flexible to add any new abstract domain at any point of time. Therefore, the “Abstract Domain Interfaces” should be designed carefully.

10. Related work

All the slicing techniques in the literature make use (implicitly or explicitly) of the notions of data and control dependences in the program. The original static slicing algorithm by Mark Weiser [40] is expressed as a sequence of data-flow analysis problems and the influence of predicates on statement execution, while Korel and Lasky [23] extended it into the dynamic context and proposed an iterative dynamic slicing algorithm based on dynamic data flow and control influence. An improvement of the efficiency of data flow analysis-based program slicing techniques in presence of pointer variables is achieved in [25], by performing an equivalence analysis of memory locations. [25] showed that the use of equivalence classes significantly improves the Harrold and Ci’s reuse-driven slicing algorithm [19] to achieve more reuse when applied to programs using pointers.

Over the last 25 years, many slicing techniques have been proposed based on the Program Dependence Graph (PDG) [13, 31, 34], System Dependence Graph (SDG) [22, 36], or Dynamic Dependence Graph (DDG) [1] representations.

De Lucia et al. [26] defined the base vocabulary and slicing criteria for static [40], dynamic [1, 23], quasi static [38], simultaneous dynamic [17], and conditioned slicing [6] using formal notation. They defined the conditioned slice as a general purpose slice that lies between static (every possible input considered) and dynamic (only one input considered) slicing, where it is possible to consider a subset of the input states. This is done by specifying a logical formula on the program input, which identifies the set of states satisfying it. In one sense, the semantic view of abstract slicing includes conditioned slicing as a way to specify predicates on states, but mostly uses such predicates as a way to track which path has been taken during the computation, thus increasing the precision of the analysis. A formal mathematical framework that enables us to define and compare different forms of slicing, is developed in [5] based on the projection theory.

Various semantic justification of program slicing have been introduced to prove the correctness of slicing algorithms. These include Finite Trajectory-based semantics introduced by Weiser [39]; Non-standard semantic approaches such as Non-strict (or Lazy) semantics [7, 38, 12], Transfinite semantics [15, 30]; and very recent Trajectory-based Strict semantics [2] which is an extension of [39] to non-terminating programs.

Hong et al. [35] introduced a program slicing approach based on Abstract Interpretation and Model Checking, where the abstract interpretation is considered in the restricted area of predicate abstraction. They used abstract state graphs which are obtained by applying predicate abstraction to programs with predicates and constraints, rather than a flow graph. Since the size of an abstract state graph grows exponentially in the number of predicates, they formulated abstract slicing in terms of symbolic model checking that has been shown to be effective for controlling such state explosion problem.
In traditional PDGs, the notion of dependences between statements is based on the syntactic presence of a variable in the definition of another variable or in a conditional expression. Therefore, the definition of slices at semantic level creates a gap between slicing and dependences. Mastroeni and Zanardini [28] first introduced the notion of semantic data dependences which fills up the existing gap between syntax and semantics. The semantic data dependences which are computed for all expressions in the program over the states possibly reaching the associated program points, help in obtaining more precise semantics-based PDGs by removing some false dependences from the traditional syntactic PDGs. This is the basis to design an abstract semantics-based slicing algorithms aimed at identifying the part of the programs which is relevant with respect to a property (not necessarily the exact values) of the variables at a given program point.

Zanardini [42] introduced a similar notion of invariance of statements based on the notion “agreement”, i.e. the set of conditions that are preserved at a given program point. He defined an abstract slicing framework that includes the possibility to restrict the input states of the program, in the style of abstract conditioned slicing, thus lying between static and dynamic slicing. His semantic approach for abstract slicing has much stronger requirements than we have, as it needs various static analysis components, like an invariance analyzer, weakest precondition calculus, strongest postcondition calculus, and symbolic executor.

The property driven program slicing technique in [4] considers properties of variables’ values and is based on the data-flow analysis. Rival [33] discussed abstract dependences representing data properties by means of abstract interpretation, and its applications to alarm diagnosis, together with techniques for analyzing and composing dependences. Most recently, Mastroeni and Nicolić [27] extended the theoretical framework of slicing proposed by Binkley [5] to abstract domain in order to define the notion of abstract slicing, and to represent and compare different forms of slicing in abstract domain. Their proposal towards the implementation of abstract program slicing approaches refers to an abstract state graph representation of the programs.

11. Discussions and conclusions

We acknowledge that there are other possible improvements that deserve to be considered as future works. For instance, the semantic relevancy at the statement level does not take into account the semantic interaction between statements. For example, if we consider a block consisting of two statements \( y = y + 3; y = y - 1; \), we observe that each of the two statements is not semantically irrelevant w.r.t. PAR, while the block as a whole is irrelevant w.r.t. PAR. Therefore, to be more precise, we should start to compute the relevancy of a program from block-level to statement-level. If any block is irrelevant, we disregard all statements in that block; otherwise, we compute relevancy for all sub-blocks of that block. In this way, we compute the relevancy by moving from block-level towards the statement-level. Instead, we can also use the partial evaluation technique, although costlier, to resolve this issue. For instance, the above two statements can be replaced by a single statement \( y = y + 2 \) which is irrelevant w.r.t. PAR. This can be seen as possible improvement to our algorithm.

In [28], the problem related to the control dependences is not addressed. For example, consider the following example:

\begin{verbatim}
4. __
5. if ((y + 2x mod 2) == 0) then
6.   w=5;
7. else w=5;
8. __
\end{verbatim}

Here the semantic data dependence says that the condition in the “if” statement is only dependent on \( y \). But it does not say anything about the dependence on \( w \). Observe that although \( w \) is invariant w.r.t. the evaluation of the guard, this is not captured by [28]. The block-level semantic relevancy, rather than statement-level, can resolve this issue of independences. Let us denote the complete “if-else” block by \( b \). The semantics of \( s \) says that \( \forall \sigma_1, \sigma_2 \in \Sigma_5, S[s](\sigma_1) = \sigma'_1 \) and \( S[s](\sigma_2) = \sigma'_2 \) implies \( \sigma'_1 = \sigma'_2 \), where \( \sigma_1(w) = \sigma'_2(w) = 5 \). It means that there is no control of the “if-else” over the resultant state which is invariant. So we can replace the whole conditional block \( s \) by the single statement \( w = 5 \). Notice that this is also true if we replace the statement at line 6 by \( w = y + 5 \), as the line 6 is executed when \( y == 0 \).

The combined result of semantic relevancy, semantic data dependences and conditional dependences in the refinement of the PDGs can be applied effectively to the context of static, dynamic, and forward conditioned slicing. Since the allowed initial states are different for different forms of slicing, we compute statement relevancy and semantic data dependences of expressions over all the possible states reaching the program points in the program by starting only from the allowed initial states, according to the criterion. Similarly, the satisfiability of the dependence paths in the DCG are checked against the traces generated from the allowed initial states only. For instance, in case of forward conditioned slicing, a condition is specified in the slicing criterion to disregard some initial states that do not satisfy it. In case of dynamic slicing, inputs of interest are specified in the slicing criterion. Therefore, the collecting semantics and execution traces are generated based on the allowed initial states specified or satisfying the conditions in the slicing criterion, and are used to compute statement relevancy, semantic data dependences and satisfiability of the dependence paths.

The combination of results on the refinement of dependence graphs with static analysis techniques discussed in this paper may give rise to further interesting applications to enhance the accuracy of the static analysis and for accelerating the convergence of the fixed-point computation. The effective applicability of our proposal to other forms of slicing, like backward conditioned slicing, simultaneous slicing, amorphous slicing, etc [5,18,27,38] is also an interesting direction of our ongoing research.
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