
Partha Talukdar  
IISc Bangalore and KENOME 

ppt@iisc.ac.in

Knowledge Infused  
Deep Learning



http://ai.iisc.ac.in

http://www.iisc.ac.in/ai
https://ai.iisc.ac.in


Thesis

3

Background knowledge is key to 
Intelligent Decision Making

?insuredSubsidiary



Knowledge Graph (KG): Things, not Strings

For this talk:  
KG = Multi-relational Graphs  

(e.g., factual, syntactic, temporal, etc.)



DL + KG > DL

Thesis

Deep Learning (DL) augmented with 
KG improves performance



Use case: Web Search
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Improved Web 
Search 

Experience, 
facilitated by 

Harvested 
Knowledge



Use case: Conversational AI

Knowledge Graphs can provide a shared context

AmazonGoogle  
Knowledge Graph

Microsoft Satori

LinkedIn GraphFacebook Entity Graph



This Talk
• Part 1 (Build KG):     Where do we get KGs from? 

• Part 2 (Embed KG): How do we embed KGs? 

• Part 3 (Use KG):       How to use embedded KG in DL?



Part 1: Build KG Part 2: Embed KG

Part 3: Use KG
Read Better
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KG Construction Efforts
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High Supervision

Low Supervision

Amazon

NELL



NELL Knowledge Graph (KG)
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Tutorial @ ICML 2019 
bit.ly/nel-icml19-tutorial

Tutorial @ KDD 2018 
bit.ly/kg-kdd18-tutorial

CACM 2018

http://bit.ly/kg-kdd18-tutorial


Two Types of Knowledge Graphs
“Obama was the President of USA.”

“Obama”

“USA”“was president of"

Open KG 
(Ontology Free)

Barack 
Obama

USApresidentOf

Ontological KG

+ easy to build, available tools 
+ high recall 
-   fragmented (more later)

+ high precision 
+ canonicalized/normalized 
- requires supervision

How to transi+on from Open to Ontological KG?



Domain-specific Relation 
Schema Induction

Madhav N. Uday Saini Manish Gupta 
(Microsoft)

Joint work with

EMNLP 2016, ACL 2018
https://github.com/malllabiisc/sictf 



Domain-specific Knowledge 
Graphs (KG)

• Need KGs in specific domains (e.g., insurance, 
automotives, etc.) 

• General purpose KGs (e.g., Freebase, YAGO, 
NELL, etc.) are good starting points, but often not 
enough 

• Problem: how to build KG out of documents from a 
given domain, with minimal supervision?



Relation Schema Induction
• Relation Schemas [e.g., undergo(Patient, Surgery)] 

• starting point in ontological KG construction 
• prepared by experts: expensive and incomplete

How to automa+cally iden+fy rela+ons and their 
schemas from domain documents?

“… John underwent angioplasty last Tuesday …” 
“… Sam will undergo Tonsillectomy …” 

… 
“… cells that undergo meiosis …”

… 
undergo(Patient, Surgery) 
undergo(Cell, Division) 
…



OpenIE Tensor
• “Sam will undergo Surgery next Tuesday”                               

=> (Sam, undergo, Surgery) 

• OpenIE triples is a good starting point 
• Tensors provide a natural way to represent such triples



RSI as Tensor Factorization

RESCAL

A2 (Patient)
0.8

0.9

A4 (Surgery)
0.8

Sam 
… 

John 
… 

Surgery

Noun 
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Category 
(induced)

undergo0.8

Relation 
Phrase



Evaluation Protocol



Vanilla Tensor Factorization 
Fails
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RESCAL	outperforms	PARAFAC,	but	both	are	significantly	worse	
than	state-of-the-art	KB-LDA	[Movshovitz-APas	&	Cohen	2015]



Non-Negativity Helps
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Noun Phrase (NP) Side 
Information

  
Capture NP type information using 
Hearst Patterns, e.g., “… disease such 
as hypertension …”

+



Factorization with NP Side Info
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NP	Side	informaXon	is	helpful,	KB-LDA	already	makes	
use	of	such	side	informaXon



Relational Side Information

Similar relation phrases should have similar schemas 
Embeddings can help calculate similarity

+

undergo ~ receive ~



SICTF Architecture



SICTF: Factorization with NP & 
Relation Side Info
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SICTF Objective



Sample schemas induced by 
SICTF



Runtime Comparison

SICTF	achieves	11x+	speedup	over	KB-LDA,	so	be*er	and	faster!

SICTF



TFB: Going beyond binary  
induction



Schema Induction by 
Constrained Clique Mining



Schemas induced by TFBA



Graph Convolutional Networks (GCN)



bit.ly/gnn-nlp-tutorial

https://bit.ly/gnn-nlp-tutorial


EMNLP	2018	
https://github.com/malllabiisc/RESIDE

RESIDE: Distantly-supervised 
Relation Extraction with Side 

Information

Shikhar	Vashishth

Joint work with

Rishabh	Joshi ChiruSai	Suman

https://github.com/malllabiisc/RESIDE


Relation Extraction (RE)

• Two approaches 
• Supervised: sentence annotations, doesn’t scale 
• Distantly-supervised: seed-based supervision

“Obama was elected as the President of USA yesterday.”

presidentOf(Obama, USA)



Distantly-supervised RE
Multi-instance, Multi-label Learning Problem



RESIDE: Side Information

• Relation alias side information: Extract relation phrases 
between target entities and link them to KG based on 
closeness in embedding space



RESIDE: Overview



RESIDE: Results
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Part 3: Use KG
Read Better



Two Views of Knowledge

Knowledge Graph

GM

Toyota

competes 
with

Dense Representations



Knowledge Graph Embedding 
[Surveys: Wang et al., TKDE 2017, ThuNLP]

fr(h, t)Triple scoring function: 
Positive triples

Negative triples

h + r ≈ t

(h, r, t) = (Barack Obama, presidentOf, USA)

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8047276
https://github.com/thunlp/KRLPapers


Knowledge Graph Embedding 
[Surveys: Wang et al., TKDE 2017, ThuNLP]

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8047276
https://github.com/thunlp/KRLPapers


CESI: Canonicalization 
[WWW	2018]

Barack Obama, Mr. Obama, George Bush, Mumbai, 
Bombay, Madrid 

Barack Obama 
Mr. Obama George Bush Madrid

Mumbai 
Bombay

Shikhar Prince



CESI Architecture



KG Embedding

GM

Toyota

competes 
with

Many methods in literature, we use Holographic Embedding (HolE)



Side Information
• Entity Linking 

• Identify entity mention and link to KBs like Wikipedia 
• US -> United_States, America -> United_States 

• PPDB (Paraphrase database) 
• Large collection of paraphrases in English 
• management ≡ administration, head of ≡ chief of 

• WordNet with Word-sense disambiguation 
• Identify synsets for NPs 
• picture and image can be identified as equivalent 

• IDF Token Overlap 
• NPs sharing infrequent terms give strong indication of equivalence 
• Warren Buffett and Mr. Buffett refers to the same person



CESI Optimization Objective

KG 
Embedding

NP Side 
Info

Relation 
Side Info

Regularize



Results: NP Canonicalization
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86.3

71.569.1

49.3

62.3

Morph PPDB EntityLinker IDF CESI

Averaged over three datasets





HyTE [EMNLP 2018] 

Incorporating 
time into KG 
embedding

Shib Swayambhu



HyTE: Results



GCN Limitations for KG

Parameter explosion



GCN Limitations for KG



CompGCN  
GCN for Multi-relational Graphs [ICLR 2020]



CompGCN Results

Node classification 
Performance

Link Prediction 
Performance



Other Related Works

HyperGCN: GCN for HyperGraphs 
(NeurIPS 19)

CaRE: Open KG Embedding 
(EMNLP 19)

ASAP: Graph Pooling 
(AAAI 2020)

InteractE: More Feature Interaction 
(AAAI 2020)



Part 3: Use KG

Part 1: Build KG Part 2: Embed KG

Read Better



EWISE: Zero-shot WSD + KG  
[ACL 2019 Outstanding Paper Award]

WSD

“tie”  
Word

“he wore a vest and tie”  tie_1 (necktie) 
Sense

tie_1 
tie_2  
tie_3   

Candidate senses

(necktie) neckwear of a narrow … 
(equality) the finish of a contest … 
(connect) make a bond or … 

Unseen word

Unseen sense
Seen sense
Seen word

Test sentence



Previous WSD Approaches

Context: 
he wore a tie … 

Definition  (of the candidate sense): 
neckwear consisting of a long narrow 
piece of material worn under a collar …

Sense Definition Based

Knowledge Based

tie_1 
(necktie)

neckwear_1

windsor_tie_1

hypernym 

hyponym

WordNet: Lexical knowledge base (LKB)

tie_1
tie_2
tie_3

vest_1
vest_2

andvesthe wore a tieTest sentence

Candidate  
senses

garment_1
status_1

Other 
Senses in LKB

▪ “Embeddings for word sense disambiguation: An evaluation study.”, Iacobacci et al, 2016 
▪ “Neural sequence learning models for word sense disambiguation”, Raganato et al, 2017 … 
▪ “An enhanced Lesk word sense disambiguation algorithm through a distributional semantic model.”,  Basile et al, 2014 
▪ “Random walks for knowledge-based word sense disambiguation”, Agirre et al, 2014.  
▪ “Entity linking meets word sense disambiguation: a unified approach.”, Moro et al, 2014 …



EWISE vs Previous WSD 
Approaches

Handle unseen 
words?

Handle unseen 
senses?

Trainable?

Supervised (DL) ✘ ✘ ✓

Definition-based ✓ ✓ ✘

Knowledge-based ✓ ✓ ✘

EWISE ✓ ✓ ✓

EWISE: Extended WSD Incorporating Sense Embeddings



Embedding Word Senses

tie_1 
(necktie)

neckwear_1

windsor_tie_1

hypernym 

hyponym

Entities

Relations

WordNet:  Lexical knowledge base (LKB)
hypernym 

tie_1

neckwear_1

Embedding space
KG 

Embedding

▪ “Translating embeddings for modeling multi- relational data.”, Bordes et al, 2013 
▪ “Convolutional 2d knowledge graph embeddings ”, Dettmers et al, 2018 …



EWISE: Zero-shot WSD + KG 

1

2

3

https:// github.com/malllabiisc/EWISE

Sense embeddings, rather than discrete sense labels



EWISE Results

F1 scores 

WordNet S1 Lesk(ext)+emb Babelfy BiLSTM-A EWISE (50%) EWISE (100%)

71.8

70.1
69.3

66.4

64.2
65.2

Definition 
based

Knowledge 
based

Supervised

EWISE outperforms an ablated 
supervised version with 50% data

EWISE provides significant gains over 
Knowledge based methods with limited data



Performance on Unseen 
Words



Performance on Rare Senses

MFS : instances labeled with the most frequent sense of the word

Improved 
performance 

on rare senses



Timestamping Document  
using GCNs [ACL 2018] Shikhar Shib Swayambhu

… Swiss adopted that form of taxation in 1995. 
The concession was approved by the govt … 
… last September. Four years after, the IOC approved …

1999



Timestamping Document  
using GCNs [ACL 2018, EMNLP 2018]



NeuralDater [ACL 2018, EMNLP 2018]





Diverse Paraphraser using  
Sub-modularity (DiPS) [NAACL 2019] Ashutosh Satwik Manik

Source: how do i increase body height ?
Current Paraphrases: 
1. how do i increase my height ? 
2. how do i increase my body height ? 
3. how do i increase the height ?

DiPS induces diversity 
during submodular decoding

DiPS



Results: Data Augmentation for 
Intent Classification

50

75

100

YahooL31 SNIPS

96

64.9

93.4

62.7

No Augmentation DiPS

DiPS Paraphrases: 
1. how could i increase my height? 
2. what should i do to increase my height?  
3. what are the fastest ways to increase my height?  
4. is there any proven method to increase height?



KG + Vision [AAAI 2019]
Sanket Anand Naganand

KVQA 
[bit.ly/iisc-kvqa]

New Dataset for Knowledge-aware 

Computer Vision


https://bit.ly/iisc-kvqa


bit.ly/iisc-kvqa

https://bit.ly/iisc-kvqa


Broader Interest: Latent Conceptual 
Organization in Brains and Text

77

Text	
Data

View	1View	2

Latent	Conceptual	
OrganizaXon	in	Humans

fMRI,	
MEG	
Brain	
State

cat

StarSem	12,		COLING	12,	CoNLL	13,	KDD	14,	SDM	14,	ACL	14,	PLoS	ONE,	ACL	19]

cat



From Strings to Things and Beyond

Construct

New Data

Maintain Apply



Ongoing Research at MALL Lab
• Large-scale Interpretable Representation Learning [Chandrahas]

• Learning with Explanations [Sawan]

• Deep Learning over Hypergraphs [Naganand]

• Knowledge Acquisition from Technical Literature [Harshita, Akash]

• Data Augmentation and Controlled Generation [Ashutosh]

• Deep Learning for Material Science [Soumya]

• Question answering over Knowledge Graphs [Apoorv]
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7 PhD, 3 Masters,  
4 Research Assistants, 4 Interns

Alumni @ Google, Facebook, Samsung R&D, 
Microsoft, Adobe, Amazon, Flipkart, Columbia, CMU, 

Stanford, UIUC, UMass, UT Austin  



talukdar.net	
malllabiisc.github.io

http://talukdar.net
http://malllabiisc.github.io

