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Abstract—In today’s information-age, databases are at the heart of information systems. Unauthorized leakage of confidential database information, while computed by the associated database applications, may put the system at risk. Language-based information flow analysis is a promising field of research to detect possible information leakage in any software systems. So far, researchers pay little attention to the case of applications embedding database languages. In this paper, we address the need of proper analysis of data manipulation languages, and we overview the possible extension of language-based approaches to the case of information systems supporting databases at the back-end.
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I. Introduction

The prime objective of information systems security is to protect information by ensuring confidentiality, integrity, availability to an acceptable level [1]. For example, prevention of unauthorized disclosure of sensitive information, e.g. health records, credit history, banking transactions, online purchase history, personal information on social networking web services, etc. Standard security measures such as access control, encryption, etc. are mainly focused on controlling the release of information from sources or during the transmission over public channels. However, apart from these, sensitive data may be leaked maliciously or even accidentally, through a bug in the code, once it is released from the source and is propagated through the application legitimately. The following code-fragments depict two different scenarios of information leakage [2], [3]:

\[ l := h \]

\[ \text{Explicit/Direct flow} \]

\[ \text{if}(h=0) \ l:=5; \text{ else } l:=10; \]

\[ \text{Implicit/Indirect flow} \]

Assuming the content of variables ‘h’ and ‘l’ are private and public respectively, the value of ‘h’ can be inferred by an attacker observing ‘l’ on the output channel.

As a major breakthrough, various language-based secure information flow analysis models are proposed, aiming at detecting possible information leakage in softwares [2], [4], [5], [6], [1], [7], [8]. Most of these works are based on the non-interference notion that says that a variation of confidential data given as input to a program does not cause any variation of publicly observable data [2], [9].

As databases play important role in most of the information systems, writing secure code for applications embedding database languages is really challenging in this context. So far, researchers pay little attention to this direction [10], [11]. In this paper, we address the need of proper analysis of data manipulation languages, and we overview the possible extension of language-based approaches to the case of information systems supporting databases at the back-end.

The rest of this paper is organized in the following manner. Section II recalls some basics on language-based information flow analysis. Section III briefly describes the existing works in the literature. In section IV, we discuss the possible extension to the case of information systems equipped with databases at the back-end. Finally, section V concludes.

II. LANGUAGE-BASED INFORMATION FLOW ANALYSIS

The aim of information flow analysis is to verify the confidentiality and the integrity of information while propagating along the control structure of computer programs during their execution [1]. Confidentiality refers to limiting the access and disclosure of sensitive information to authorized users only. For instance, when we purchase something online, our private data, e.g. credit card number, must be sent only to the merchant without disclosing to any third person during the transmission. Dually, the notion of integrity indicates that data or messages cannot be modified undetectably by any unauthorized person.

Works in this direction have been starting with the pioneer work of Denning in 1976 [12]. As a starting point, the analysis classified the program variables into various security classes. The simplest one is to consider two: Public/Low (denoted \( L \)) and Private/High (denoted \( H \)). Considering a mathematical lattice-model of security classes with order \( L \leq H \), the secure information flow policy is defined on the lattice: an upward-flow in the lattice is only permissible to preserve confidentiality. Dually, in case of integrity, the lattice-model labels the
variables as Tainted (denoted $T$) and Untainted (denoted $U$), and follows a dual flow-policy.

The basic semantic notion of secure information flow is non-interference principle that says “a variation of confidential data does not cause any variation to public data” [2], [9].

**Definition 1** (Non Interference). Given a program $P$ and set of states $\Sigma$, the non-interference policy states that

$$\forall \sigma_1, \sigma_2 \in \Sigma. \sigma_1 \equiv_L \sigma_2 \implies \mathcal{L}P[\sigma_1] \equiv_L \mathcal{L}P[\sigma_2]$$

where $\mathcal{L}$ is semantic function and $\equiv_L$ represents low-equivalence relation between states.

The non-interference principle is very restrictive and deemed to be impractical in practice. For instance, in password validation program all stored sensitive passwords are compared with user-given text and a boolean value is transmitted on the public channel as the result. To allow such intensional leakage, the notion of declassification [13] is introduced, where controlled information release is permitted.

Observe that an implicit flow is an indirect flow along the control structure of a program which acts as a covert channel and makes the security analysis more challenging. In general, some closely related security challenges on improper information leakage through various covert channels are [2]:

- **Termination channels** which provide information based on the termination or nontermination of computations.
- **Timing channels** which provide information based on the time at which an action occurs or the amount of time a computation takes.
- **Probabilistic channels** which provide information based on the probability distribution of observable data.
- **Resource exhaustion channels** which provides information on the possibility of exhaustion of finite, shared resources.
- **Power channels** which reveal information based on the amount of power consumed by the computing system.

The analysis requires to concern about the type of attackers observing the computing system (hence the type of covert channels) and the observational characteristics of attackers.

**III. Related Works**

A comprehensive survey on language-based information-flow analysis is reported in [2]. Most popular static analysis techniques are based on type systems ([2], [3], [14]), dependence graphs ([4], [5], [15], [6], [16]), formal approaches ([17], [7], [1], [18], [19]), etc. Besides the conservative nature of static analysis, the run-time monitoring systems detect unauthorized information flow dynamically; however, precision of the analysis completely depends on the execution overload, and of course, it is very prone to false negative [20], [21].

**A. Security Type Systems ([2], [3], [14])**

A type system is basically a formal system of type inference rules for making judgments about programs. In the context of language-based security analysis, the security type system considers various security types (e.g., low and high) and a collection of typing rules which determine the type of expressions/commands to guarantee a secure information flow. Some of the typing rules from [2] are mentioned below:

- **Expression Type:**
  $$\text{Expression Type: } \begin{align*}
  & \text{resp. high} \quad \text{resp. low} \\
  \text{exp} & : \text{Var}(\text{exp}) \\
  \text{temp}=\text{exp} & : [\text{pc}] \text{ resp. low} \\
  \text{if exp then c}_1 \text{ else } c_2 & : \text{high} \text{ resp. low}
  \end{align*}$$

- **Explicit-flow Rules:**
  $$\text{if } h = \text{true} \text{ then } c_1 \text{ else } c_2 : \text{low}$$

- **Implicit-flow Rules:**
  $$\text{low} \text{ resp. low}$$

- **Subsumption Rule:**
  $$\text{low} \text{ resp. low}$$

The notation $[\text{pc}]$ denotes the security context which can be either [low] or [high]. According to the subsumption rule, if a program is typable in a high context then it is also typable in a low context. This allows to reset the program security context to low after a high conditional or a loop.

A major drawback of type-based approach is the lack of expressiveness. While this technique is provably sound, it is not flow-sensitive which may produce false alarm. For instance, consider the following code: `{if(h=1) then 1:= 10; else 1:= 5; ..........; 1:= 0;}`. Although the program is secure with respect to the classical noninterference principle as the output is always zero, but the type-based approach produces false alarm according to the implicit-flow rule.

**B. Dependence Graphs ([4], [5], [15], [6], [16])**

Program Dependence Graph (PDG) is an intermediate representation of program which makes explicit both the data- and control-flow in the program. As PDGs are flow-sensitive, the analysis improves w.r.t. the type-based approach. For instance, in PDG-based approaches, the code `{if(h=1) then 2:= 10; else 1:= 5; ..........; 1:= 0;}` is secure as there is no path `{1 \rightarrow 7}` in the corresponding PDG. Various extensions of PDG exist, for example System Dependence Graph (SDG) in case of inter-procedural call to capture context-sensitivity, Class Dependence Graph (CIDG) in case of Object-Oriented Languages to capture object-sensitivity on dynamic dispatch, etc [5]. Once the dependence graph of a program is constructed, static analysis is performed on the graph to identify the presence of possible insecure flow. An worth mentioning approach is backward slicing which collects all possible paths influencing the observable nodes: to be secure, the levels of variables in a path must not exceed the level of observable variable in the output-node of that path. Semantics-based improvement (e.g. path-conditions) is also proposed to disregard semantically unreachable paths [5].
C. Formal Approaches ([17], [7], [1], [18], [19])

Various formal approaches, e.g. Abstract Interpretation theory, Axiomatic Approaches, Model Checking, etc. are applied. Leino and Joshi [17] first introduced a semantics-based approach to analyzing secure information flow based on the semantic equivalence of programs. [1], [18] defined the concrete semantics of programs and lift it to an abstract domain suitable for flow analysis. In particular, they consider the domain of propositional formula representing variables’ dependences. The abstract semantics is further refined by combining with numerical abstract domain which improves the precision of the analysis. A variety of logical forms are proposed to characterize information flow security. Amtoft and Banerjee [7] defined prelude semantics by treating program commands as prelude transformer. They introduced a logic based on the Abstract Interpretation of prelude semantics that makes independence between program variables explicit. The logic is based on Hoare logic. Recently, [19] proposed a model checking-based approach for reactive systems.

IV. Extension to Database Applications and Future Possibilities

Along with the advancement of web-based technologies, in today’s information-age, information systems deal with a huge amount of sensitive information growing at an exponential rate day by day. For examples, online social networks, online banking systems, health information systems, credit-card industries, etc. The presence of data (either in structured or semi-structured form) in the underlying database and the applications embedding database languages open a new challenge for secure code writing of database applications to respect security principles. In practice, confidentiality of sensitive database information may be compromised while propagating through database applications accessing and processing them legitimately. However, so far, little attention is received in this direction to address such kind of leakage of database information via database applications [10], [11].

Consider the following update statement

\[ Q = \text{UPDATE} \ t \text{ SET } l_1 = l_1 + 5 \text{ WHERE } h = 5 \]

This update operation increases the values of an observable attribute \( l_1 \) for the tuples in which the value of private attribute \( h \) is 5. Therefore, observers can easily infer the secret value of the tuples by observing the changes in the values of \( l_1 \).

Similarly, due to the lack of proper care during code-writing, other database statements such as SELECT, DELETE, INSERT may also be the reason of information leakage.

In general, the approaches on secure information flow analysis make (implicitly or explicitly) use of variables’ dependences and flow information. As we observe in section III that various approaches use various methods to capture such dependences and flow information. Same can be extended to the case of database statements as well. For instance, the above UPDATE statement represents the following two dependences:

\[ l_1 \rightarrow l_1 \quad h \rightarrow l_1 \]

The following example illustrates the presence of variables’ dependences in various database statements.

**Example 1.** Consider the following SELECT query:

\[ Q_1 = \text{SELECT} \ Dno, Sal, Age, \text{ FROM emp INTO } v_a \]

\[ \text{WHERE } Sal > 1500 \]

Note that we use “\( \text{INTO } v_a \)” in \( Q_1 \) in order to indicate that the result of the query is finally assigned to \( v_a \), where \( v_a \) is a resultset type variable with fields \( \exists \{ w_1, w_2, w_3 \} \). The type of \( w_1, w_2, w_3 \) are same as the return type of ‘\( Dno \), ‘\( Sal \), ‘\( Age \)’ respectively. Analyzing \( Q_1 \) we get the following variables’ dependences:

\[ \text{Sal} \rightarrow \text{Dno}, \text{Sal} \rightarrow \text{Sal}, \text{Sal} \rightarrow \text{Age}, \text{Dno} \rightarrow V_a.w_1, \]
\[ \text{Sal} \rightarrow V_a.w_2, \text{Age} \rightarrow V_a.w_3 \]

Let us consider another query \( Q_2 \):

\[ Q_2 = \text{SELECT} \text{ Dno, } \text{sal(Children)} \text{ FROM emp INTO } v_a \]

\[ \text{WHERE } Sal > 1500 \text{ GROUP BY Dno HAVING } \text{sal(Age)} < 40 \]

\[ \text{ORDER BY Dno} \]

From the query \( Q_2 \), we get the following set of variables’ dependences:

\[ \text{Sal} \rightarrow \text{Dno}, \text{Sal} \rightarrow \text{Children}, \text{Dno} \rightarrow \text{Dno}, \text{Dno} \rightarrow \text{Children}, \text{Age} \rightarrow \text{Children}, \text{Dno} \rightarrow V_a.w_1, \]
\[ \text{Children} \rightarrow V_a.w_2 \]

Following are the examples of INSERT and DELETE statements:

\[ Q_3 = \text{INSERT INTO emp(eID, Name, Age, Dno, Sal, Children) VALUES } (y, \text{‘Michael’}, 40, z, 3800, 3) \]

where \( y \) and \( z \) denote application variables.

\[ Q_4 = \text{DELETE FROM emp WHERE Dno = 2} \]

The dependences in \( Q_3 \) are \( y \rightarrow eID, z \rightarrow Dno \), and the dependences in \( Q_4 \) are

\[ \text{Dno} \rightarrow eID, \text{Dno} \rightarrow \text{Name, Dno} \rightarrow \text{Age, Dno} \rightarrow \text{Dno}, \text{Dno} \rightarrow \text{Sal, Dno} \rightarrow \text{Children} \]

The recent works [10], [11], an extension of [1], use the Abstract Interpretation-based framework combining the symbolic domain of propositional formula and the numerical abstract domain. The analysis computes abstract semantics by collecting possible variables’ dependences in the form of propositional formulae at each program point. The unsatisfiability of any formula, after truth assignment to variables based on the security levels, reports a possible information leakage.
This is worthwhile to mention that the information flow analysis in information systems pose great challenges when they are associated with database transactions involving commit and rollback operations, stored programs (e.g. triggers), etc. As future possibilities, there is a wide scope of research to deal such challenges, to explore possible alternatives for secure information flow analysis of database applications, and of course, to improve the accuracy and efficiency of the analysis. The PDG-based approaches, as an alternative, can be extended to the case of database applications considering Database Oriented Program Dependence Graph (DOPDG) [22], [23]. A fine-grained representation of variables’ dependences in DOPDG may improve the analysis in terms of precision and efficiency. Furthermore, semantics-based approaches may also lead to an interesting direction in this context [24]. Due to the often use of aggregate operations in queries, there is a need of declassification framework to allow some information flow in practical scenarios. Overall, these challenges can be extended considering the existence of heterogenous databases in distributed environment.

V. Conclusions

In this paper, we discuss a new direction of information flow security analysis, in the context of information systems, when database applications interact with backend databases.

Although language-based information flow security analysis has been studied for more than four decades, its practical application is relatively poor [25], [26], [27], [28]. This may be due to the restrictive nature of the proposed models. Some interesting challenges are expressiveness of languages, concurrency in multithreaded and distributed systems, database transactions involving commit and rollback operations, stored programs (e.g. triggers), etc.
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