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DESCRIPTION 

 Data Set: Twitter. 

 Methods: 
◦ Tokenization. 

◦ Stemming. 

◦ Preprocessing. 

◦ Creating Vocabulary list. 

◦ Loading Training Labels. 

◦ Map Variable. 

◦ Numerical Training Vector. 

◦ Training the Neural Network. 

◦ Collecting Test Tweets. 

◦ Numerical Test Vector. 



PRE-PROCESSING 

 Removal of Punctuation and symbols. 

 Removal of @ words. 

 Removal of single character. 

 Removal of stop words. 



AFTER PRE-PROCESSING 



CREATING VOCABULARY 

LIST 



LOADING TRAINING LABELS 



MAP VARIABLE 



NUMERICAL TRAINING 

VECTOR 



DATA SET 

 Amazon Book Review Data 

◦ Andy-Weir-The-Martian 

◦ Donna-Tartt-The-Goldfinch 

◦ EL-James-Fifty-Shades-of-Grey 

◦ Fillian_Flynn-Gone_Girl 

◦ John-Green-The-Fault-in-our-Stars 

◦ Laura-Hillenbrand-Unbroken 



USED LIBRARY 

 

 NUMPY 

 SKLEARN 

 TENSORFLOW 

 MATPLOTLIB 

 HTMLPARSER 

 ARGPARSE 

 GENSIM 

 DOC2VEC 



PRE-PROCESSING 

 Pre-processing is done using Java. 

 Extracted sentences on basis of review. 

 Removal of all HTML tags. 

 Removal of Punctuations. 

 File divided into 4 parts. 

◦ train.txt 

◦ train_target.txt 

◦ test.txt 

◦ text_target.txt 



PROCESS DONE 

DOC2VEC: 

o  Vocabulary list is created for all reviews. 

o  Loading of  Training as well as text data 

done. 

o  Mapping of variables for training and text 

data with vocabulary. 

o  As a output we are getting vector form of 

test and training data. 



CREATING NEURAL 

NETWORK 
 We created neural network with two hidden 

layers with weights and biases depended on 
the vector size of the data. 

 The input to the network is in vector form 
generated by Doc2vec. 

 Tanh and Relu is being used as activation 
function in layer 1 and layer 2 respectively. 

 Dropout is used for regularization to 
overcome over-fitting. 

 We have used Feed Forward Neural 
Network. 

 



TRAINING NEURAL 

NETWORK 
 Sparse softmax cross entropy is used for 

calculating the loss in the network. 

 Rmsprop optimizer for optimizing the loss 
function. 

 Epoch iteration being done with batch size 
100. 

 Calculation of loss and accuracy being done 
for each epoch.  

 We have tested outcome by varying number 
of total epochs. Like – 45 , 100, 250, 500  



RESULTS 

 Accuracy 

 Epoch VS Loss graph. 

 Epoch VS Accuracy graph. 

 

 Epoch lists:  

◦ 45 

◦ 100 

◦ 250 

◦ 500  



EPOCH 45 



EPOCH 100 



EPOCH 250 



EPOCH 500 



FUTURE WORK 

 

 Implementation using 

Convolutional Neural Network. 
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