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Problem Statement  

 In this project deep learning is used to get corresponding Hindi word for given English 
word.  

 

 Concept of Auto encoder neural network with explicitly maximizing correlation 
between two languages word vector in common subspace is used. 

 

 L1 and L2 are represented as two view i.e word vector of two different language. 
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Problem Statement  

  Once the neural network is train it is able to regenerate the given word vector of L1 or 
L2 and also for given L1 or L2 word vector corresponding L2 or L1 word vector 

 

 

 Here L1 is for English language and L2 is for Hindi language. 
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Data Description  

 For Hindi mono corpus hindmonocorp05.plaintext is used. 

 

 This corpora is converted to word vector of dimension 300. 

 

 For English word vector Pre-trained word on part of Google News data set is used.  

 

 For constructing word vector of English and Hindi corresponding to each other many 
Dictionaries are used. 
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Data Description  

 In total around 32,000 Hindi words vectors correspond to English word vector.  

 

 From 32,000 word vector 25,000 are training set, 5000 are testing set and 2000 is 
validation set. 

 

 This parallel word vector are used to train the neural network. 
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Hindi Word  Vector (Mono corpus ) 
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English Word Vector (Mono corpus) 
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Two view of parallel corpus  

English view L1 
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Hindi view L2 



Neural Network Architecture  
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 The network takes the monolingual word vector of two language English and Hindi as 
input. 

 

 It consists of  input layer , output layer and  hidden layer 

 

 The output is reconstruction vector of given word input vector. 

 

 For initial stage only one hidden layer is used.  
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Neural Network Architecture  
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 Here input is z where z =(x,y). 

 

 Hidden layer computes an encoded representation . 

                        h(z)= f(Wx+Vy+b)  

 

 The output  reconstruct the vector of given word input vector. 

                            Z’ = g([W’h(z),V’h(z)]+b’) 
 

 Activation function is sigmoid function, Optimizer is rmsprop and loss function is mean square error 

 

 



Neural Network Architecture  
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 Once the weight and bias parameter are set decoupled the layer and add new common 
hidden layer. 

 

 Repeat this step for multiple hidden layer.  There are 150 hidden layers. 

 

 Activation function is sigmoid function, Optimizer is rmsprop and loss function is mean 
square error. 
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Analysis of Neural Network 
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By changing Hidden Layers change in accuracy is small. 

 

 

 

Number Of Hidden Layer  Accuracy for L1 to L2 (%) Accuracy for L1 to L2 (%) 

              50               76.19               78.46 

            100               79.19               80.14 
 

             150              78.74               80.83 

             200              79.19               80.14 
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By changing Optimization Technique change in accuracy. 

 

 

 

Optimization Technique Accuracy for L1 to L2 (%) Accuracy for L1 to L2 (%) 

             Rmsprop             78.74               80.83 

             SGD              75.83               76.13 

 

             CM               77.68                79.30 

 

             NAG              78.44               79.31 

             Adagrad               74.6              77.62 

             Adadelta              75.89              77.79 
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Thank You  
Questions and Suggestions are welcome 
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