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2 Abstract of the project

Car Evaluation Dataset evaluate the target concept(CAR) with 3 other intermediate concept. PRICE(overall
price),TECH(technical characteristic) and COMFORT(comfort). Now totally we have 6 attribute, each
attribute is a part of one of the intermediate concept as described above. These attributes are :
1. Buying(buying price)
2. Maint(price of maintenance)
3. Doors(number of doors)
4. Persons(capacity in terms of persons to carry)
5. Lug_Boot(the size of luggage bot)
6. Safety(estimated safety of the car)
The number of the instances in the training data are 1728 , and there are 6 number of attributes as
mentioned above. This is basically a multi-class classification problem. we will classify the instance
into 4 classes:

Here are the attribute values:

Table 1: Attribute values
buying {v-high, high, med, low}
maint {v-high, high, med, low}
doors {2, 3, 4, 5- more}
persons {2, 4, more}
lug_boot {small, med, big}
safety {low, med, high}

Table 2: Class Distribution (number of instance per class)
unacc 1210
acc 384
good 69
v-good 65

3 Introduction

To implement such type of model we will use the concept of Convolution Neural Network.To implement
it we will use the python library "keras" in which we are using backend as Theano. To find the highest
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accuracy we will consider various scenarios or cases which are described in the upcoming topics.

3.1 Data sources

https://archive.ics.uci.edu/ml/datasets/Car+Evaluation

3.2 Literature survey

In this survey we have studied various techniques on car evaluation dataset. Each technique has
different output with different accuracies. The accuracy achieved under different experiment conditions
or setting by Decision Tree, Naive Bayesian, and Artificial Neural Network (ANN) are presented.

Classification Accuracy of Decision Tree :

Decision tree builds classification models in the form of a tree structure. It breaks down a dataset
into smaller and smaller subsets while at the same time an associated decision tree is incrementally
developed. The final result is a tree with decision nodes and leaf nodes.

fig : Accuracy Result of Decision Tree

Classification Accuracy of Naive Bayesian : The Naive Bayesian algorithm, named after
Thomas Bayes is a learning algorithm as well as a statistical method for classification. It captures
uncertainty in a principled way by using probabilistic approach. Naive Bayesian classification provides
practical learning algorithms and prior knowledge and observed data can be combined.

fig : Accuracy Result of Naive Bayes

Classification Accuracy of ANN :
The Artificial Neural Network (ANN) algorithm takes data as input then process and generalizes
output using biological brain patterns of humans or animals. It is designed to learn in a non linear
mapping between input and output data.

fig : Accuracy Result of ANN
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The following tests were performed by Tijana Jovanovic, Faculty of Organisation Sciences, University
of Belgrade.
In this example they will be using 80% of data for training the network and 20% of data for testing it.
Training attempt 1:

• Network Type: Multi Layer Perceptron

• Training Algorithm: Backpropagation with Momentum

• Number of inputs: 21

• Number of outputs: 4 (unacc,acc,good,vgood)

• Hidden neurons: 14

Training Parameters:

• Learning Rate: 0.2

• Momentum: 0.7

• Max. Error: 0.01

Training Results:
For this training, they used Softmax transfer function.

Following results were generated in the First Attempt

Training attempt 2:

• Network Type: Multi Layer Perceptron

• Training Algorithm: Backpropagation with Momentum

• Number of inputs: 21

• Number of outputs: 4 (unacc,acc,good,vgood)

• Hidden neurons: 14

Training Parameters:

3



• Learning Rate: 0.3

• Momentum: 0.6

• Max. Error: 0.01

Training Results:
For this training, they used Softmax transfer function.

Following results were generated in the First Attempt

3.3 Network Architecture :

fig(1) : Convolution Neural Network

3.4 Our Results:

Case 1:

• Input Neuron: 21

• Number of Hidden Layers: 2

• Hidden Neurons in first layer: 100

• Hidden Neurons in first layer: 80

• Output Neurons : 4

• Activation function : Softmax function (both in hidden layer and output layer)

• Learning rate : 0.01

• Momentum : 0.7

• Number of Iterations : 50

Result of Case 1:
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fig(a): Output of Case1

Graphical Representation:

fig(b): Accuracy plot of Case1

fig(c): Error plot of Case1

Case 2:

• Input Neuron: 21

• Number of Hidden Layers: 3

• Hidden Neurons at Layer 1: 100

• Hidden Neurons at Layer2 : 80
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• Hidden Neurons at Layer2 : 70

• Output Neurons : 4

• Activation function : Softmax function (both in hidden layer and output layer)

• Learning rate : 0.1

• Momentum : 0.7

• Number of Iterations : 50

Result of Case 2:

fig(d): Output of Case2

Graphical Representation:

fig(e): Accuracy plot of Case2

fig(f): Error plot of Case2
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Case 3:

• Input Neuron: 21

• Number of Hidden Layers: 4

• Hidden Neurons at Layer 1: 100

• Hidden Neurons at Layer 2 : 80

• Hidden Neurons at Layer 3 : 70

• Hidden Neurons at Layer 4 : 60

• Output Neurons : 4

• Activation function : Softmax function (both in hidden layer and output layer)

• Learning rate : 0.1

• Momentum : 0.7

• Number of Iterations : 50

Result of Case 3:

fig(g): Output of Case3

Graphical Representation:

fig(h): Accuracy plot of Case3
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fig(i): Error plot of Case3

Case 4:

• Input Neuron: 21

• Number of Hidden Layers: 4

• Hidden Neurons at Layer 1: 100

• Hidden Neurons at Layer2 : 80

• Hidden Neurons at Layer 3 : 70

• Hidden Neurons at Layer 4 : 60

• Output Neurons : 4

• Activation function : Softmax function (both in hidden layer and output layer)

• Learning rate : 0.1

• Momentum : 0.7

• Number of Iterations : 2000

Result of Case 4:

fig(j): output of Case4

Graphical Representation:

8



fig(k): Accuracy plot of Case4

fig(l): Error plot of Case4

3.5 Implementation :

The implementation of following models can be found on following link :
https://github.com/shiv8989/carevaluation

4 Future work :

In this program we are training the model based on some hidden layer. if the size of hidden layer is
increased then model can be trained more accurately but complexity of the network may increase. Due
to which it is also possible for reduction in accuracy. To solve this problem we can add more data, due
to increase in data-size. Model can be trained more accurately and accuracy will increase. Due to the
limited amount of data the accuracy can not cross the certain threshold. If we train the network by
large number of data items performance will increase.
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