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Introduction 

 In finance field, stock trends are exceptionally crucial and 

volatile in nature.  

 In recent years, it has drawn the attention of researchers to 

capture its volatility and predicting its trends. So that it can 

help the investors and market analysts to analyze the 

behaviour of market and plan their investment strategies 

accordingly. 

 There are many factors by which the stock trends are 

affected, one of which is daily news articles.  
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Problem Statement 

 This work is an attempt to investigate the 

relationship between daily news articles and stock 

trend by predicting the future stock trend with news 

sentiment feature extraction and deep learning. 

 
 Data Sources:  

 

       http://finance.yahoo.com  (For stock market) and  

       https://www.kaggle.com/aaron7sun/stocknews (For financial news) 
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Literature Survey (1) 

Year Author(s) Data set 

Feature 

Processing 

Methods 

Machine 

Learning 

Techniques 

Accuracy 

2016 
Kalyani Joshi et al. 

2016 [1] 
Apple Company 

Dictionary based 

approach 

Random Forest, 

SVM, Naïve 

Bayes 

NA 

2014 
Stefan Lauren et al. 

2014 [16] 

JKSE Historical 

prices 

Dictionary based 

approach 
ANN NA 

2013 
Michael et al. 

2013[17] 

German Adhoc 

messages 

Word 

combinations 
SVM 65.1 % 

2012 
Schumaker et al. 

2012 [6] 
US financial news Noun phrases SVR 59.0 % 

2011 
Groth et al. 

2011  [14] 

German adhoc 

announcements 
Bag-of-words SVM NA 

2010 Li 2010 [10] 
Worldwide general 

news 
Bag-of-words 

K-nn, ANNs, 

naïve Bayes 
NA 



Literature Survey (2) 

Year Author(s) Data set 

Feature 

Processing 

Methods 

Machine 

Learning 

Techniques 

Accuracy 

2009 
Schumaker et al. 

2009 [7] 
US financial news Noun phrases SVM 58.2 % 

2008 
Tetlock et al. 

2008  [13] 
US financial news Bag-of-words 

Ratio of 

Negative words 
NA 

2007 
Das & Chen 

2007 [12] 

US message 

postings 
Bag-of-words 

Combination of 

different 

classifiers 

NA 

2004 
Mittermayr 

2004 [8] 

German adhoc 

announcements 
Bag-of-words SVM 56.5 % 

2004 
Antweiler et al. 

2004 [11] 

US corporate 

filings 
Bag-of-words 

Combination: 

Bayes, SVM 
NA 

1998 
Wüthrich et al.          

1998 [9] 
US financial news Bag-of-words SVM NA 



        Model Design 

Observe the relationship between 
news sentiment and stock price 

Model Evaluation with Test Data 

Classifier Learning (Build the Model) 

Word to Vector Embedding 

Feature Processing 

Building Data Set 
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Step-1 Building Data Set 

 We have collected Dow Jones Industrial 

Average (DJIA) data set of past eight years 

from 08/08/2008 to 01/07/2016 (8 years). 

DJIA news data set contains three attributes 

date, label and news of company.  

 

 This data set is divided into 60% training 

and 40% test data set.  
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Step- 2 Feature Processing 

 In this phase data cleaning is done such as 

removal of HTML tags(i.e. < >), common 

stop words (i.e. a, an, the), dealing with 

punctuation numbers (i.e. numeric values, 

spaces, comma, semicolon) and then the 

remaining words in the training data sets are 

tokenized as shown below: 
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Sample Output: 

    'precision', 'guided', 'weapons', 'or', 'smart', 

'bombs',  'sale', 'comes', 'as', 'human', 'rights', 

'watch', 'charges', 'that', 'saudi', 'airstrikes', 'in', 

'yemen', 'have', 'indiscriminately', 'killed', 

getting', 'in', 'way', 'deal', 'and', 'making', 

'implausible', 'objections', 'say', 'delegates', 

'and', 'campaigners', 'us', 'state', 'department', 

'has', 'approved' 
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Step-3 Word to vector embedding 

 In this phase we have used bag of words  and 

TF-IDF vectorizer.   

 

 

 

 

 tf(“this”, d1) = 1/7 =0.14, tf(“this”, d2) = 1/10 = 0.1 

 idf(“this”, D) = log(2/2) =0 

 tfidf(“this”,d1) =0.14*0 =0 

 tfidf(“this”,d2) =0.1*0 =0 
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Document 1 Document 2 

this 1 this 1 

is 1 is 1 

a 2 a 2 

brown 1 brown 2 

box 2 bag 4 



Sample Output 
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Step-4 Classifier Learning 

 In this phase, two deep learning models are 

created: (i) Multi-Layer Perceptron Model 

(MLP) and (ii) Long Short Term Memory 

Model (LSTM) and trained by giving the 

input of word vector. 

 
Table II:  Configuration of Deep Learning Models  
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Depth of 

Network  

Epoch 

Size 

Batch 

Size 

Activation 

Functions 

Loss 

Function 
Optimizer 

3,5,10 10,50,100 100 Relu, Softmax 
Cross 

entropy 
rmsprop 



Step-5 Performance Evaluation (1) 

15 

47 

48 

49 

50 

51 

52 

53 

54 

3,10 3,50 3,100 5,10 5,50 5,100 10,10 10,50 10,100 

Layer and Epochs 

Accuracy % 

Multi-layer NN 
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Figure 5: Comparison based on Layers and Epochs 



Step-5 Performance Evaluation (2) 
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Figure 6: Overall comparison of MLP and LSTM 



Step-5 Performance Evaluation (3) 
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Figure 7: Time series plot of News Sentiment Score and Stock Price for Test Data set 
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Figure 9: Last 10 Days plot of News Sentiment Score and Stock Price 



Overall View of Model 

Data set 

Text Mining Features Processing Machine Learning 

Type of 

features 

Selection 

Methods 

Market 

Feedback 
Method Accuracy 

DJIA 

News 

Stock 

Market 

Price 

Bag of 

words 

Removal of 

HTML tags,  

Stop words, 

Dealing with 

Punctuations, 

Select top 1000 

words using         

Tf-Idf vectorizer 

Yes 
Deep 

Learning 

53.87% 

with LSTM 

(10 layers 

and 100 

epochs) 
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Github Source 

 Complete source code is available at: 

     https://github.com/SUPRIYOPHD/Prediction/ 

 

 

 

 

20 
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Conclusions & Future Work 

 We have automated the sentiment detection from news 

articles and calculated the accuracy of predicted result using 

the techniques of deep learning models i.e. MLP and LSTM 

 Then we have investigated the relationship between 

predicted news sentiment and future stock market.                

In future we will try to optimize the model with:  

(i) Other Deep learning approaches i.e. RBM, RNN, CNN 

(ii) Other Feature processing approaches i.e. Dictionary,         

N-gram, Noun-phrases and 

(iii) Data set of other companies.   
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