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• To correctly detect a series of numbers given an image of house 
numbers by training a convolutional neural network with multiple 
layers.

Problem  Statement

Dataset

• Google’s The Street View House Numbers (SVHN) dataset

• SVHN is obtained from house numbers in Google Street View images.



• 10 classes, 1 for each digit. Digit '1' has label 1, '9' has label 9 and '0' has 
label 10.

• 73257 digits for training, 26032 digits for testing, and 531131 additional 
to use as extra training data

• Comes in two formats:

• Original images with character level bounding boxes.

• MNIST-like 32-by-32 images centered around a single character 
(many of the images do contain some distractors at the sides).

We have used the full number format dataset

SVHN  Features



Fig.1: Samples from Full number format of dataset with bounded boxes for digits.

Fig Source: Google



• Colored house-number images with character level bounding boxes -
train.tar.gz, test.tar.gz , extra.tar.gz

• Each tar.gz file contains the original images in png format, together with a 
digitStruct.mat file

• The digitStruct.mat file contains a struct called digitStruct with the same
length as the number of original images. 

• Each element in digitStruct has the following fields: name which is a string 
containing the filename of the corresponding image. bbox which is a struct
array that contains the position, size and label of each digit bounding box in 
the image

Exploring  Dataset



Algorithmic  Approach

• We have used Convolutional Neural Network due to their ability to work 
on the raw pixels of the image.

• Benefits of CNN:
o Fewer weights

o Preserve spatial representation amongst pixels

Fig Source: Google



Model Description



• Download and extract the entire SVHN multi dataset 

• Crop images to bounded region 48x48 to find digits.

• Find Images with more than 4 digits and delete it from training set and 
test set.

• Generate validation set from training set.

• Use the preprocessed dataset and train using multi layer Convolution 
Neural Network.

• Use test data to check for accuracy of the trained model to detect 
number from street house number image.

Proposed  Architecture



• Detailed study of Convolutional Neural Networks from online video 
tutorials(CS231n Convolution Neural Network for Visual Recognition)

• Gone through different CNN architectures (LeNet / AlexNet / ZFNet / 
GoogLeNet / VGGNet)

• Read some of the research papers based on this topic
▫ Multi-digit Number Recognition from Street View Imagery using Deep 

Convolutional Neural Networks – Google Research 2014

▫ Reading digits in natural images with unsupervised feature learning – NIPS 
Workshop 2011

Works done so far



Algorithms Paper  description SVHN-test
(Accuracy)

Binary Features Reading Digits in Natural Images with Unsupervised Feature 
Learning, NIPS Workshop 2011

63.3%

K-Means ( feature learning 
algorithm)

Reading Digits in Natural Images with Unsupervised Feature 
Learning, NIPS Workshop 2011

90.6%

Stacked sparse Auto-Encoder 
(fixed length feature vector)

Reading Digits in Natural Images with Unsupervised Feature 
Learning, NIPS Workshop 2011

89.7%

Human Performance Reading Digits in Natural Images with Unsupervised Feature 
Learning, NIPS Workshop 2011

98%

Conditional probabilistic model 
of sequences

Multi-digit Number Recognition from Street View Imagery using 
Deep Convolutional Neural Networks, Google Research 2013.

96.03%

Literature Survey



1.first generate dataset and their labels from different folder train and test with image 
size 48/32.
2 “ generateDataset Method”- this method first take one image file name and find all 

boundary boxes information from digitstruct box. 
• Then calculate approximate upper left most corner co-ordinate (x1,y1) and lower 

right most corner co-ordinate (x2,y2).After that crop image by x1,y1,x2,y2 co-
ordinates information then convert 3 channel image in one channel using dot 
product.

• Finally store the image and its label information in dataset and labels variable and 
return these variables.

3.In this step delete all images from training and testing dataset that has more than 4 
digits in image.
4.Create validation set from training set(about 10% of training data).

Data Preprocessing



Data Preprocessing

Store box information in respective list of features and 
store the labels in label array and filename in name 
variable

#calculate left,top(x1,y1) 
and right,bottom(x2,y2) 
using bbox height of 
different digits  presents in 
a image and crop the 
image

Train_data (30607, 48, 48, 1) 
train_lables(30607,5)

Store the 
object of  
train and 
test datasets 
in numpy
array

Delete all 
images data 
from 
dataset that 
has more 
than 4 digits



Data Preprocessing Output



• Use the preprocessed dataset and train a multi layer Convolution Neural 
Network.

• First compute all weights and bias variables for convolution layer, fullyconnect 
layer and for softmax .

• Create model using 8 layer : conv-->pool-->conv-->pool-->conv-->pool-->conv-
->dropout--->fullyConnected 

• In final architecture, GradientDescentOptimizer is used that provide higher 
accuracy than Adam optimizer.

• Run the optimizer using active session and find the accuracy and loss for 
different dataset store in the list and print it on terminal window and At last 
plot the error and accuracy using corresponding list of loss and accuracy.

Training of preprocessed data



Output After training and testing

Output-

Final Accuracy for testing = 88% and Final Loss for testing = 6.93%



Graph for Error and Accuracy
*ConvPoolConvPoolConvPoolConvdropoutFullyConnected GradientDescent

(filter size =3)



ConvPoolConvdropoutFullyConnected   Optimizer : GradientDescent  Loss:8.36% Accuracy:56%

Contd:



Layer Configuration Optimizer Number 
of Node

Number
of Epoch

Loss Accuracy (on 
testset)

ConvPoolConvPoolConvdropoutFul
lyConnected

Adam 64 5000 9.66% 66%

ConvPoolConvPoolConvdropoutFul
lyConnected

GradientDescent 64 5000 9.23% 76%

ConvPoolConvdropoutFullyConnected GradientDescent 64 5000 8.36% 56%

ConvPoolConvPoolConvdropoutFul
lyConnected

GradientDescent 64 5000 9.66% 66%

ConvPoolConvPoolConvConvFullyC
onnected

GradientDescent
(filter size =3)

32 7000 8.32% 52%

*ConvPoolConvPoolConvPoolConv
dropoutFullyConnected

GradientDescent
(filter size =3)

64 20000 6.93% 88%

ConvPoolConvdropoutFullyConnected
dropoutFullyConnected

GradientDescent
(filter size =3)

64 5000 8.72% till 
3000 epoch

2% (till 3000 
epoch 52%)

Experimental Results



The final conclusion which we inferred are that when our model consisted of 
few layers, the accuracy was quite low, on increasing the number of convolution and 
pooling layers, the accuracy increased to certain extent then finally started decreasing 
when we further increased the layers. We got the best accuracy of 88% when the total 
layers were 8.

There can be further improvements in our approach. Firstly, we can improve our 
accuracy by training our model by using the extra dataset which are available in 
extra.tar.gz folder. We could also vary the number of layers and number of epochs to 
improve the accuracy.

Future Work
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